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On Convex Vector Precoding for Multiuser MIMO
Broadcast Channels
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Abstract—We propose different convex alphabet relaxation
schemes for vector precoding in MIMO broadcast channels using
binary, quaternary and octonary modulation. Expressions are
presented for the probability of the different precoding schemes to
achieve interference-free communication over singular channels.
The energy of transmission is evaluated in the many user limit
using the replica method from statistical physics. An alternative
channel inversion technique is proposed which makes purely real
binary alphabets perform as well as their complex extensions,
resulting in reduced complexity in the optimization process. The
relevance of the asymptotic analysis is confirmed by finite size
simulations.

Index Terms—Asymptotic analysis, channel inversion, mul-
tiple antennas, multiple-input multiple-output (MIMO) systems,
nonlinear vector precoding, random matrices, replica method,
R-transform, singular channels, zero-forcing.

1. INTRODUCTION

N multiple-input/multiple-output (MIMO) channels in-

formation is conveyed simultaneously from a group of
transmitting antennas to a group of receiving antennas. As
these transmissions are not necessarily orthogonal, yet they
occur over the same physical medium and bandwidth, crosstalk
becomes unavoidable. As a result signal processing needs to
be done at the receiver and/or transmitter side of the channel if
significant data rates are to be achieved. In the context of low
cost receivers with limited processing power and battery life, it
might be advantageous to shift most of the signal processing to
the transmitter side.

In the case of the MIMO-broadcast channel, depicted in
Fig. 1, the receiving antennas are at different locations, which
means that they might not jointly process the data they in-
dependently receive. The transmitting antennas, however,
are collocated and they jointly generate the data streams to
be transmitted to each of the single receiving antennas, also
referred to as users. One technique which might be employed
by the transmitter in order keep the users from doing any signal
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Fig. 1. A MIMO broadcast channel with [N transmitting antennas and K
single-antenna receivers.

processing is channel inversion before transmission (provided
that the transmitter has complete channel state information).
Unfortunately, plain channel inversion at the transmitter comes
at an increased transmission energy cost. One technique which
may be used to contain the transmit power while inverting
the channel is nonlinear vector precoding (henceforth vector
precoding) [1]-[4]. The vector precoding technique, outlined
in Section II, consists of extending the input alphabets repre-
senting different information states; this permits the search for
symbols which draw less energy when transmitted with channel
inversion.

In [5] one of the authors proposed convex precoding, a new
precoding technique not based on lattice extensions of the
sysmbol constellations. The original appeal of this precoding
technique was that it allows for convex optimization procedures
to find the data vector with the minimum transmitted energy.
Later results showed that convex alphabets can be competitive
compared to lattice alphabets in terms of mutual information
[6], [7]. Additionally, we have recently discovered that convex
precoding allows, in principle, for vector precoding in cases
where the channel matrix is rank deficient, i.e., when the
number of data streams is greater than the number of receive
antennas, while creating neither crosstalk nor the need for any
particular signal processing at the receiver side [8]. This feature
makes convex precoding an attractive candidate for MIMO
systems with fewer transmit than receive antennas, or in cases
where the MIMO channel exhibits rank deficiencies due to
key-hole effects.

A convex relaxation scheme for quaternary phase shift
keying (QPSK) constellations was introduced in [5], and the
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possibility of overloading was addressed in the large system
limit, i.e., when the number of antennas at both ends of the link
grows towards infinity. In [8] it was shown that the possibility
of overloading was not just an artefact of the large-system
analysis. Rigorous mathematical means were employed to
show that, with high probability, overloading is possible in
finite sized systems as well; this probability was calculated, as
a function of the number of antennas, for MIMO channels with
arbitrary correlations.

In the present contribution we explore convex precoding for
modulation schemes other than QPSK. In particular we explore
binary and octonary modulation schemes, for which a suitable
choice of a convex relaxed symbol set is not clear. We propose
several novel relaxed convex sets and find their corresponding
probability to achieve interference-free transmission over finite
singular channels. The system performance (in terms of trans-
mitted energy versus uncoded transmission rate) is analyzed in
the large system limit by means of the replica method from sta-
tistical physics.

Considering binary phase shift keying (BPSK), Schober et al.
[9] showed that the real part of the matched filter output gives
sufficient statistics for multiuser detection on a multiple-access
channel. It can be seen as a dual result for precoding on the
broadcast channel, that we find in this work that convex relax-
ations for BPSK can be restricted to the real line without loss
in performance. Like in [9], this requires replacing the linear
part of the signal processing, i.e., channel inversion, with widely
linear processing.

This paper is organized as follows. The vector precoding tech-
nique is outlined in Section II. In Section III methods from sta-
tistical physics are used to derive the transmitted energy in the
many user limit. Sections IV, V, and VI present, respectively, al-
phabet relaxation schemes for quaternary, binary, and octonary
modulation. In Section VII we find the probability of the dif-
ferent relaxation schemes to achieve interference-free transmis-
sion. The results are presented in Section VIII. Some technical
details, including those of the replica method, are relegated to
the Appendices.

II. VECTOR PRECODING

We consider a narrowband MIMO broadcast channel, which
may be represented by the following vector equality:

r=Ht+n (1)

where t is the N-dimensional input to the channel, r is a vector
containing the K received data streams, n is a random vector
containing additive noise components, and the channel matrix
H is a complex rectangular matrix which can be written as
H = H, + jH,;, where H,. and H; are real random matrices
containing independent and identically distributed (i.i.d.) entries
with zero mean and variance 1/2. Without loss of generality we
shall consider single antenna users. See Fig. 1.

The transmitted vector t is an N-dimensional linear transfor-
mation of the K information symbols (contained in x) intended
for the K users, thus we might write

t = Tx. 2)
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In order to guarantee individual detection by the receivers, the
transmitter, who has complete channel state information, might
construct T such that the information symbols in x can be re-
ceived interference-free (up to additive noise) by a simple diag-
onal (yet not necessarily linear) operation Qonr:

Or = x + On. 3)

Using this transmission scheme, the energy per transmitted
symbol is

K 'the = K 'x'Ex @
where the energy metric E is given by

E=TIT. 5)

A. Channel Inversion

The K x K matrix HH' has rank given by min{N, K},
and its inverse exists only if K < N. A channel is said to be
overloaded when there are more receiving users than there are
antennas at the transmitter, i.e., X > N. In order to allow for
the possibility of inverting overloaded channels, the transmitter
might employ the generalized channel inversion technique out-
lined in the following.

When a matrix M is Hermitian, as is HHT, we might write

M = UAUT (©6)

where U is a unitary matrix and A = diag(A1, A2, ..., Ag)isa
diagonal matrix containing the K eigenvalues of M. We might
then define the pseudoinverse of M as

M- = uA-'ut %
where
~ ... 1—=0x,0 1=06x0 1—=b6x.0
A~ =limd Lo 2 . o
20 1ag<,\1+e’ Aote T A te
)

and 0; ; is the Kronecker delta.

1) Complex Symbol Mapping: If the symbols used to map the
data are complex, i.e., X € C¥, and the K -dimensional com-
plex data vector x lies in the min{N, K }-dimensional space
spanned by HHT, then the matrix T and the diagonal operator
) can be constructed as follows:

Hi (HET)
T—oTe=—=| ——
— Te¢ ~ ( N ) ©)
Q- Qe = 1 (10)
— = —1
C \/N
Then the transmitted energy per symbol is given by
KtTt = K- 'xEex (11)
where
aat
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TABLE I
AVERAGE TRANSMIT POWER ENHANCEMENT IN dB FOR CONVEX [5]
AND LATTICE-BASED [3], [4] VECTOR PRECODED QPSK WITH N = 8
TRANSMIT ANTENNAS AND K USERS IN i.i.d. RAYLEIGH FADING

Regularization K=2 K=3 K=4 K=5 K=6 K=7T K=8
Convex 1.2 2.0 2.8 3.9 4.8 6.0 8.0
¥=0 Lattice 1.2 1.8 2.2 2.6 3.1 3.8 5.0
difference 0.0 0.2 0.7 1.3 1.7 2.2 3.0
Convex 0.5 1.1 1.7 2.1 2.8 3.3 4.0
y=01 Lattice 0.5 1.0 1.3 1.6 1.9 2.2 2.4
difference 0.0 0.1 0.4 0.5 0.9 1.1 1.6
. Convex —-1.3 —1.0 —-0.9 —0.6 —-0.4 —-0.2 -0.1
=05 Lattice ~—13 -11  —09 —07 —05 —04 —03
difference 0.0 0.0 0.0 0.1 0.1 0.1 0.2

2) Real Symbol Mapping: If, on the other hand, only purely
real symbols are used to map the data for the K users, i.e.,
x € RX, then, as long as the real vectors x lie in the span of
R(HHT), the matrix T — T = T, + jT; and the diagonal
operator O might be constructed as follows:

)

QHQRE

(13)

(14)

where R is the real-part operator. Under this transmission
scheme, the transmitted energy per symbol is given by

K tTe = k- 'xTErx (15)

where

-

HHT

N (16)

ER = TLTR =<{R

It is important to note that, as opposed to (12), the matrix whose
pseudoinverse is taken in (16) becomes rank deficient only if
K > 2N.

B. Channel Regularization

Channel inversion allows for interference-free reception at
the expense of enhanced transmit power. Allowing for moderate
interference, the transmit power enhancement can be reduced by
means of channel regularization [4], [10]-[12], i.e., one inverts
the matrix HHT + ~T rather than HHT. The free parameter y
controls the trade-off between power enhancement and residual
interference.

The focus of this work is to contain power enhancement by
means of nonlinear methods. These methods work together with
both channel inversion and channel regularization. Channel in-
version, i.e., channel regularization with v = 0, is the worst case
for our proposed method when compared to lattice precoding,
as shown in Table I. Channel inversion is also easier to treat an-
alytically. Having in mind that convex precoding will be even
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more competitive for v > 0, we restrict ourselves in this work
to show the benefits of convex precoding for channel inversion.

C. Minimizing the Transmitted Energy

Although channel inversion by the transmitter keeps the
users from having to process any interference, it might come at
the cost of a high transmission energy. The goal of the vector
precoding technique is minimizing the cost of the channel inver-
sion process, i.e., minimizing (4). For this purpose, it is agreed
between the transmitter and the users that, although there must
be a minimum distance between any two symbols representing
different information states, each state might be represented
by more than one symbol. This gives the transmitter greater
freedom to construct the information vector x with symbols
which faithfully represent the intended information, yet they
are chosen so as to minimize (4).

The information which the transmitter intends for user £ is
the state si. The symbols which might represent the state s, are
those contained in the set A, . Then the K-dimensional vector
x can be constructed with components {21 € As,,...,2x €
As,. },or, inshort x € A, where A = A, X Ag, X -+ X Ag..
The transmitter chooses the symbol representation in .4 which
can be transmitted free of interference drawing the least energy,
ie.,

X = arg _min K '%'Ex
xX€EANS

A7)
where S denotes the span of E71.

If the symbol alphabets are discrete, the complexity of (17)
is exponential in K [13]. However, if the alphabets representing
the different information states are convex, then efficient algo-
rithms might be used to find the optimal x [14]. In Sections V,
IV, and VI we introduce different convex alphabet relaxation
schemes for transmitting 1, 2, or 3 uncoded bits to each user.

III. THE TRANSMITTED ENERGY: A THERMODYNAMIC
APPROXIMATION

The precoding strategy presented in Section II-A is known
as standard zero-forcing (SZF) and its goal is to minimize the
transmitted energy whilst achieving interference-free and indi-
vidual reception by the users. A sensible alternative strategy
is to minimize the minimum mean-squared-error (MMSE) via
channel regularization, see Section II-B. The analysis which
follows could very well be done for MMSE precoding; this
would, however, require an elaborate analysis of the asymp-
totics of the inverse regularized matrix ([15, App. 2]) and it
would make the results dependent on the regularization param-
eter. Since SZF and MMSE precoding become essentially iden-
tical at high signal-to-noise ratios (SNR) and our goal in this
contribution is not to find the optimum linear processing, but
instead to compare different relaxations and constellation sets,
we choose a high SNR point and let SZF capture the essence of
our analysis.

In this section the expression for the transmitted energy per
symbol using SZF precoding is presented. First, one might note
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that, irrespective of the precoding strategy used, the transmitted
energy per symbol £ might be written as

£ = min K_leEx
xEANS
=—lim B'K 'ln ) oxTEx

(18)
oo x€eANS

The argument of the (3 limit in (18) has the same form as the
expression for the Helmholtz free energy of a thermodynamic
(K — o0) system with temperature 1/ which can exist in the
states x € AN S and whose energy is dictated by the interac-
tion matrix E [16]. In the following we take advantage of this
fact by taking a thermodynamic approximation, i.e., we always
assume that K and IV are infinitely large, yet they have a finite
ratio « = K/N. This approximation allows us to make use of
mathematical tools imported from the statistical physics litera-
ture.

Using the replica method of statistical mechanics and as-
suming replica symmetry, we show in Appendix A that the en-
ergy per transmitted symbol (18) is fully determined by the
eigendistribution of E (which is fully determined by the statis-
tics of H), and the information symbol alphabets, as follows:

&= 5q—xRe(-x) (19)
X

where Rg( - ), known as the R-transform of the random matrix
E, is a function which fully describes the eigenspectrum of E
(see Appendix B). The parameter 7 equals 1 when E has purely
real entries and it equals 2 if the entries are complex.! The pa-
rameters g and y, defined as ¢+ 371y = 2fox/ 7K for x given
by (17), are given by the following pair of coupled self-consis-
tent equations:

2

VaRE(=x) §‘

2
=25N"p [ |arg mi D 20
=72 /ggnA R (=) z @

2Dz
Re(—x)

arg min
gEE.Ai

Valtg(=x) ¢

AP By x e "

21

where the index 7 denotes the different information states, each
of which can be represented by elements in the set .4; and oc-
curs in the components of x with probability P;. The expres-
sion Ry (—x) denotes the first derivative of Rg(t) evaluated at
t = —x.And Dz = (e71*")/(7) d=.

Equations (19)—(21) allow us to find the value of (18)
for any unitarily invariant Hermitian random matrix E with
a converging eigenvalue distribution. As we shall show in
Appendix B, for the special case of the SZF matrices E = E¢
and E = Eg defined in Section II the energy (19) may be
written as

_ qRi(—x)
aRg(—x)

IThe derivation for the special case of T = 2 may be found in [5].

(22)
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Fig. 2. Quaternary convex relaxation.

and its value reduces to the solution of a single parameter («)
self-consistent equation:

B > bi fc
B 1-9042,/% 5, PR [ argminge 4,

2
argminge 4, [2vVa€ — €|| Dz

2Va€ —€lz* Dz
(23)

An important assumption, known as the replica symmetry
ansatz [17], was made in the derivation of (19)—(23). This as-
sumption has been successfully applied to problems in wire-
less communications (see, e.g., [18]-[21]) and coding theory
(see e.g., [22] and [23]). And, as we shall see in Section VIII,
replica symmetry mimics finite size results for the convex al-
phabets proposed in this work. One should be warned, however,
that although replica symmetry yields asymptotically accurate
results for convex alphabets, it fails to produce accurate results
for alphabets relaxed onto a superlattice. For a recent and novel
analysis of lattice alphabets based on replica symmetry breaking
the reader is referred to [6] and [7]. For a thorough discussion
of replica symmetry, the reader is referred to [24] and [25].

IV. CONVEX ALPHABET RELAXATION FOR QPSK

In [5] they considered a source of information consisting of
four equiprobable states: 1T, T/, || and | T and relaxed the stan-
dard QPSK alphabets Ay = {1+ j}, Ay ={1—j}, A =
{-1-j4}, A1 = {-1+ j} onto the regions shown in Fig. 2.
When optimization is independently carried out on the real and
imaginary dimensions the energy per transmitted symbol (23)
using this alphabet relaxation reduces to

efe=at + {af — 2}Q(\/2/af) + af
2+ 2aQ(/2/af) '

The possibility for overloading transmission using this al-
phabet relaxation was addressed in the asymptotic limit in [5]
and for systems of arbitrary size in [8]. In the present work we

2+

£= (24)
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shall compare this modulation/relaxation scheme with the bi-
nary and octonary schemes we introduce in the following two
sections.

V. CONVEX ALPHABET RELAXATION FOR BINARY PHASE
SHIFT KEYING

We consider a source of information consisting of two
equiprobable states: T and |. When no vector precoding is
employed the entries in x are usually selected from the unit
BPSK alphabets A; = {+1} and A; = {—1}. So long as the
minimum distance between two points representing different
information states is preserved, points might be added to these
sets with the aim of reducing the transmitted energy.

In this section we propose two different convex alphabet ex-
tension schemes. While one of these alphabets is purely real,
the other allows for complex symbols to map the information
states. As outlined in Section II, when the symbols used to map
the information states are purely real then we might use two
different channel inversion schemes. While one of them results
in the energy metric (12), which has complex entries, the other
one yields the metric (16), whose entries are purely real. The
parameter 7, remember from Section III, equals 1 when the en-
ergy metric E contains purely real entries, or 2 when its entries
are generally complex. Therefore, when the alphabet under con-
sideration contains complex entries we will automatically set
7 = 2, whereas for a purely real alphabet it can take any of both
values, depending on the channel inversion technique to be em-
ployed.

A. Binary Real Convex Relaxation
A trivial way to relax BPSK onto the real line is as follows:
Ay =-A) = {{st. &> 1} (25)

This relaxed alphabet, shown in Fig. 3, yields, after (23), the
following expression for the energy per transmitted symbol:

o=t + {af - 2}Q(y/2/af)

2+

&= 26
2 —71a+2aQ(/2/af) (20
where the function Q( - ) is defined as
Qo) = — /Ooe‘ﬁdt 27
o) = — 3
V2 Jo

B. Binary Complex Convex Relaxation

The real relaxation space introduced in Section V-A might be
further extended onto the complex plane as follows:

Ay =—-A; ={¢ € Cst. RE> 1} (28)
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Fig. 3. Binary real convex relaxation.

Fig. 4. Binary complex convex relaxation.

As the information states are now mapped onto complex sym-
bols, we might only use the channel inversion scheme resulting
in the energy metric (12), which has complex entries. Therefore,
the parameter 7 will now be equal to 2. Under this precoding
scheme, shown in Fig. 4, the energy per transmitted symbol re-
duces, again, to (24). Notice that, when 7 = 1, (26) reduces to
(24) as well.

VI. CONVEX ALPHABET RELAXATION FOR OCTONARY
MODULATION

In this section we consider a source of information consisting
of eight equiprobable states, T1T, TTL, TLL TIT, LIT, LLL LTL,
1171, and we propose three novel alphabet relaxations for com-
plex octonary modulation.

A. Fully Symmetric Octonary Relaxation

An octonary phase shift keying (§8PSK) constellation typi-
cally consists of one-point alphabets given by App = {1 +
V2+j} Ay = {14V2-j) Ay = {1-(1+V2)j), Ay =
{—1-(1+V2)i}, A = {-1-vV2-j}, Ay = {-1-V2+
b A = {=1+ 1 +v2)j} and Ajpp = {1+ (1 +V2)j}.
In order to contain the transmitted energy this alphabet might
be symmetrically extended over the complex plane as shown in
Fig. 5. These relaxed symbol sets preserve the minimum dis-
tance between any two symbols representing different states,
and they are given by

A =—-Apg

= {€s4. SE> 1 & RE> SE+V2)
Ay =—Apy

= {5t IE < —1&RE> -V +V2}
Aryp = —Apy

= {¢sb. RE> 1 & SE < —RE—V2)
A =-Amn

= {5t ME<-1&IESRE-V2) (29
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Under this precoding scheme the energy per symbol (23) re-
duces to (30), shown at the bottom of the page, where

Fi(&50) = é\/o;ze—%Q <2jg> (1)
Fy(&r0) = %\/O‘;ge—¥cg (%ﬁ) (32)
Fy(€:0) = Q <;Z_§) Q <2\J/’g> (33)
I(&a) = /\/i—g((l + 23%)a€ — 4)
xQ(\/_+\fac)F (34)
b(Eia) = /oo (1 + 22%)a — 12 — 8V/3)
Ve
xQ 2;5_5‘[ Vi ) el 09
L& a) = /&(1 + 22?) <Q (\/T_s + x/§x>
+Q <% —~ \/§x>> %dx. (36)

B. Octonary Stellar Relaxation

We propose an octonary constellation whose original one-
point alphabets are given by Ay = {2 + 2j}, Ap = {V2},
Ay = {2 =25}, Ay = {=V2i}, Ay = {-2 - 2},
App = {=v2h Ay = (=2 + 2} and A = {V25)
In order to contain the transmission energy while preserving
the minimum distance between any two symbols representing
different information states, this alphabet is relaxed as shown in
Fig. 6. The extended symbol sets are given by

App = —Ajp = {Es.6. RE>2& 3¢ > 2}

Apjp=—Ai = {€st. RE=0& SE< -2} (37)
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—1—7‘/— ;I_I 1 1+;/7

y.

Fig. 5. Fully symmetric octonary relaxation.

and the energy (23) becomes (38), shown at the bottom of the
page.

C. Octonary Triangular Relaxation

An alternative octonary constellation is proposed with un-
perturbed one-point alphabets given by A1 = {2 + V/3j},
A= {1, Ay = {2 - VB5) Ay = (=35 Ay =
{=2 - V351, Ajip = {=1} Ay = {-2 + V3j} and
Ajt1 = {V3j}. In order to contain the transmission energy
and preserve the minimum distance properties of this triangular
constellation, only six of the eight points are allowed to relax as
shown in Fig. 7. The fact that the two innermost points of the
constellation do not undergo any relaxation makes this convex
precoding scheme easier to implement. The relaxed symbol sets
are given by

Appp = —Appp = {€s.t. RE> 2& ¢ > V3})

Ay =—Ay ={1}

Ay = —Appp = {Es.6. RE> 28 3¢ < —V/3)

Appp = —App = {€st. RE=0& SE < —VB) (39)

£ 3F1(5;Oé) +7F2(g;04) +

Ha€ —4V2 - 6)F5(E;0) + I (E;a) + I(E; )

(30)

l—a—-RF (&) - 2F(8a)+ aFs(E;a) + al3(&; )
10+ {1a& — 2} Q(2/Va€) + {a€ — 8YQ(2\/2]a€) + 11/ {4e~5F + \/2ear
o _ 10+ {30€ -2} Q@/VAE) + o€ ~ 8)Q JaZ) + 52 {4e e} -

2 — 20+ aQ(2/Va€) + 20Q(2,/2/af)
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Tl UrT

Fig. 6. Octonary stellar relaxation.

T Y (M)

Tl

T

- | .

Fig. 7. Octonary triangular relaxation.

and the energy (23) reduces to (40), shown at the bottom of the
page.

VII. INTERFERENCE-FREE TRANSMISSION OVER FINITE
SINGULAR CHANNELS

As discussed in Section II-A a vector x can be transmitted
free of interference as long as it lies in the span of E~1. Because
the relaxation regions A = Hfil As, proposed in the previous
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sections are convex, it is conceivable that the components of a
K -dimensional vector x € A can be freely tuned in the two-di-
mensional relaxation regions until the vector is completely con-
tained in the N-dimensional span of E~!. As we shall see, this
possibility of overloading is a distinct advantage that convex re-
laxation schemes offer compared to lattice based schemes such
as those proposed in [1], [3], [26]. Another advantage offered by
continuous alphabet sets is a greater robustness to channel es-
timation errors: since information states can be represented by
any point within a continuous and finite region, channel estima-
tion errors need not necessarily alter the meaning of the trans-
mitted symbol.

Whether or not interference-free transmission is possible
when K > N boils down to the probability that the precoding
space A and the span of the matrix E~! intersect. To start our
analysis we quote the following result by Wendel [27]: the
probability that the span of a random K x N matrix with i.i.d.
real Gaussian entries contains a K -dimensional vector with all
components strictly positive is given by

N-1

w(K, N) = 21K ; <K£_1>.

This result might be extended to show that, if the random entries
in the K x N matrix are complex Gaussian, then the probability
that its span contains a K -dimensional complex vector with all
components in the first quadrant is given by w(2K, 2N) (see [8,
Theorem 1]).

Using the complex extension of Wendel’s result and noting
that the span of HH]L is the same as that of H, in [8] we showed
that w(2K, 2N) is indeed the probability that a vector relaxed in
the quaternary space shown in Fig. 2 can be found in the span of
HH'. This is due to the symmetry of the alphabet, the rotational
invariance of the span of HHT, and the radial invariance of its
spanning vectors. Then, the probability Py that a quaternary
vector relaxed as in Fig. 2 is transmitted free of interference is

(41)

Py(K,N)=w(2K,2N). (42)

The question now is whether the analysis can be extended
further and similar results can be found for the relaxed alpha-
bets newly proposed in this paper. Before proceeding, and to
get an understanding, let us start by observing that in both the
real and complex versions of Wendel’s result, the first argument
in the function f corresponds to the number of sign-constrained
degrees of freedom the vector exhibits. The second argument
indicates the number of dimensions available in the span of the
matrix to accommodate such vector.

We shall start by analyzing the probability of interference-
free transmission of a K -dimensional vector x using the real
binary alphabet shown in Fig. 3. Due to the symmetry of the

B 18 + {a€ — 8}Q(2V/2/a€) + {2a& — 9} Q(\/6/af) + %\/";’5{%_% + 3\/56_%}

4 — 4o+ 2aQ(24/2/a€) + 3aQ(1/6/af)

(40)
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alphabet as well as the unitary invariance of HHT and the ra-
dial invariance of its spanning vectors, we may just consider
the probability that a vector with all components strictly posi-
tive can be found in the span of E~!. The number of sign-con-
strained degrees of freedom in such a vector is K. However,
symbols in this alphabet might be transmitted using either T'r
or T¢ with resulting energy metrics Ex or E¢, respectively.
These two energy metrics have different inverses with different

spans, and so they should be treated separately. Because E,! =

HTHI + H,L-HJ-L, when T is used the number of degrees of
freedom in the span is 2NV (H,. and H; provide N real dimen-
sions each). Then the probability Ppi that a binary vector re-
laxed in one dimension as shown in Fig. 3 can be transmitted
free of interference using T is
Ppir(K,N) =w(K,2N). (43)
However, when T¢ is used, although the span of HH' offers
in principle N complex dimensions, these complex degrees
of freedom must be constrained down to accommodate K
purely real constraints. Then the total number of real degrees
of freedom in the span goes down from 2N to 2N — K. The
probability Ppi¢ that a binary vector relaxed as shown in Fig. 3
can be transmitted free of interference using T¢ is then
Ppic(K,N) =w(K,2N — K). (44)
We now turn our attention to the two-dimensional binary
convex relaxation in Fig. 4. Given that the imaginary part is
completely unconstrained, the number of sign-constrained
degrees of freedom in x is, as before, K. However, precisely
because the symbols in x need not be one-dimensional the
2N real degrees of freedom available in the complex span of

H (.e., the span of E; 1) are unconstrained. Therefore, the
probability Pps that a binary vector relaxed as shown in Fig. 4
can be transmitted free of interference is
Ppy(K,N) = w(K,2N). (45)
In the case of the octonary stellar relaxation shown in Fig. 6
each component in x can be one or two-dimensional with prob-
ability 1/2. Each one-dimensional component has one sign-con-
strained degree of freedom, and each two-dimensional compo-
nent has two such degrees of freedom. How many there are of
each will condition not only how many constraints there are in
X, but also how constrained the available degrees of freedom in
the span of H are. While two-dimensional components do not
collapse the rank of the complex span, each one-dimensional
component takes away one degree of freedom. Then we might
use combinatorics to obtain the probability Ppg that an octonary
vector relaxed as shown in Fig. 6 can be transmitted free of in-
terference:

Pos(K,N) = 232—:; (%)K (IQ()

q K —q
dog
xw (K +

K —q

K,2N — K) . (46)
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Fig. 8. Probability that convex precoding fails to transmit free of interference
versus the ratio of the number of users to the number of transmitting antennas.

Using the octonary triangular relaxation shown in Fig. 7 each
component in x can be two-dimensional with probability 1/2,
one-dimensional with probability 1/4, or a point with probability
1/4. As points have no freedom in any direction, point com-
ponents in x will each collapse two degrees of freedom from
the rank of H. Treating the one and two-dimensional regions as
before, we might obtain the probability Por that an octonary
vector relaxed as shown in Fig. 7 can be transmitted free of in-
terference:

Por(K,N)

<(5) (%)

K_—qg—
xw(lﬂ(—l—#[( IN

K K ’
K—q-p P
- — T K- 292K). 47
K K ) “7)

When it comes to the fully symmetric octonary relaxation
space shown in Fig. 5, a similar line of analysis might not be
employed due to the nonrectangularity of the precoding regions.
Finding the probability that the span of H contains a vector
relaxed in this space is, to our knowledge, still an open problem.

VIII. RESULTS AND DISCUSSION

In Fig. 8 we can see a plot of the probability of failing to
achieve interference-free transmission. As we can see, de-
pending on the precoding scheme chosen, significant overloads
are possible while keeping a relatively small probability of
failure, which is perhaps tolerable in systems with subsequent
error control coding. As the size of the system increases, the
probabilities (42)—(47) tend to become unit step functions of
the channel load K /N such that interference-free transmission
is always possible below a certain threshold value.

As the binary relaxation show in Fig. 3 is purely real we might
choose to precode it with either T¢ or Tx. When T¢ is used,
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Fig. 9. Energy of vector precoding with the binary real convex relaxation
shown in Fig. 3: precoding with T¢ (red curve) and with Tx (blue curve).
The blue curve also represents the binary complex convex relaxation shown
in Fig. 4 and the quaternary convex relaxation shown in Fig. 2. The triangles
and dots alongside the curves are from finite size simulations with N' = 8 and
N = 30 antennas at the transmitter, respectively, and no failure to achieve
interference-free transmission. The discontinuous curves show the energy
penalty when SZF precoding is used without alphabet relaxation.

the channel is fully invertible only up to 1 bit/antenna; how-
ever, when T is employed, the channel is fully invertible up
to 2 bits/antenna. Also, in Fig. 8 we can see that precoding with
Tr allows for significant overloads while keeping the proba-
bility of failure relatively small.

Precoding the real binary relaxation with T also results in
lower transmission energies than when T¢ is used. Indeed the
use of T'x makes optimization over the purely real space per-
form just as well as over the complex extension shown in Fig. 4,
rendering the complexity brought by the search in the additional
dimension useless. Furthermore, precoding with T makes the
one-dimensional relaxation for BPSK achieve spectral efficien-
cies at the same cost as the QPSK relaxation shown in Fig. 2; this
means that transmitting 1 bit per user to 2K users has the same
cost as transmitting 2 bits per user to K users. These results are
shown in Fig. 9, where the energy per transmitted bit is plotted
versus the uncoded spectral efficiency €, which is defined as the
number of bits per symbol multiplied by the channel load K/N.
Although our analysis pertains to the asymptotic limit, finite size
simulations show that these results can be used to approximate
finite systems.

When it comes to using the octonary modulation schemes
proposed in Section VI, depending on the ratio of transmitting
to receiving elements, it might be more advantageous to use
the stellar modulation in Section VI-B (S8PSK), or the trian-
gular modulation in Section VI-C (T8PSK). The main advan-
tage that T8PSK presents is that only 6 of the 8 points in the
unperturbed constellation are relaxed, which reduces the com-
plexity of the optimization process. Fig. 10 shows the energy
per transmitted bit versus € attained for all three octonary mod-
ulation schemes proposed in Section VI. In the region below 3
bits per transmitting antenna, where all three schemes guarantee
interference-free transmission, TSPSK is most appealing given
both its lower energy and lower complexity at the implemen-
tation stage. As the system gets overloaded T8PSK is outper-
formed by S8PSK not only in terms of energy penalty, but also,
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Fig. 10. Energy of vector precoding with the octonary convex relaxation
schemes proposed in Section VI: fully symmetric octonary relaxation shown in
Fig. 5 (magenta), octonary stellar relaxation shown in Fig. 6 (red curve) and
octonary triangular relaxation shown in Fig. 7 (blue curve). The triangles and
dots alongside the curves are from finite size simulations with N = 8 and
N = 30 antennas at the transmitter, respectively, and no failure to achieve
interference-free transmission. The discontinuous curves show the energy
penalty when SZF precoding is used without alphabet relaxation.
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Fig. 11. Red curve: energy of vector precoding with the octonary triangular
relaxation shown in Fig. 7. Blue curve: binary real convex relaxation shown in
Fig. 3 precoded with T . The blue curve also equals the performance of the
quaternary convex relaxation shown in Fig. 2.

as shown in Fig. 8, in terms of robustness to achieve interfer-
ence-free transmission.

The ultimate performance measure to compare the different
modulation schemes proposed in this work (binary/quaternary/
octonary) would be mutual information. This analysis is very
challenging and so far has only been done for the quaternary
relaxation in Fig. 2 [6], [7]. Another reasonable performance
measure to base comparisons upon would be the SNR at the re-
ceiver; as this quantity is dominated by the energy penalty at the
transmitter (especially at high SNR) we shall, in first approxi-
mation, base our comparison upon the energy per transmitted
bit. Fig. 11 allows us to compare T8PSK relaxation with the bi-
nary and quaternary relaxations shown in Figs. 3 and 2. Uncoded
spectral efficiencies of up to ~1.7 bits/antenna are attained at a
lower cost using either the binary or the quaternary scheme. De-
pending on the chosen precoding scheme, in the vicinity of 1.7
bits/antenna it costs the same to transmit 1 bit per user to K
users, 2 bits per user to K /2 users, or 3 bits per user to K/3
users.
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Fig. 12. Bit-error rate versus signal-to-noise ratio for systems with N' = 8
transmitting antennas. Solid curves: quaternary convex relaxation in Fig. 2.
Dashed curves: two-dimensional quaternary LBVP with four possible lattice
points for each of the four information states.

Besides the possibility of overloading, the appeal of using
convex precoding schemes (as opposed to lattice-based vector
precoding (LBVP) schemes as in [3]) largely resides in the
lower complexity of the optimization process. While convex
precoding results in a convex optimization problem allowing
for efficient polynomial-time algorithms [14], LBVP has a
complexity which is exponential in the number of users [13]. In
[6], [7] the actual performance of both schemes was compared
in terms of mutual information, and it was shown that the relax-
ation in Fig. 2 is competitive with respect to a two-dimensional
quaternary LBVP lattice; indeed the former was shown to out-
perform the latter at low SNR. The bit-error rate analysis shown
in Fig. 12 indicates that a similar conclusion is applicable to
finite systems in uncoded communication scenarios.

IX. CONCLUSION

We have demonstrated that the concept of convex vector pre-
coding is not restricted to QPSK alphabets, but can be extended
to both higher and lower order alphabets such as BPSK and
8PSK. For BPSK there exists an optimum way for such a re-
laxation. Furthermore, this relaxation achieves the same power
and bandwidth efficiency as the QPSK relaxation. For 8PSK,
there are several competing relaxations that outperform each
other depending on the number of users relative to the number of
transmit antennas. Furthermore, we show that when it comes to
overloading, relaxing onto an area is better than a relaxing onto
a line; and relaxations onto a line are better than relaxations onto
a set of points.

APPENDIX A
THE R-TRANSFORM

Let Py(z) denote the eigenvalue distribution of the matrix
M. Let

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 57, NO. 11, NOVEMBER 2009

dPM (X)

r—S

mm(s) (48)

which is known as the Stieltjes transform. Then, the R-transform
of Py(2) is

Raa(w) = mi (<) - = “9)
with m™( - ) denoting the inverse function of m( - ).
It can be verified that
1
mai ) = —s(1+ smm(s)). (50)

inv

Let s = m}y (—w). Then, we find
- 1 _ inv 1 inv
s (o) =~k (=) (1 = i ()
(5D
and
1 inv inv inv
minv(_w) = m;\r/ll\:i (_mM (_w) (1 - me (—’U}))) :
(52)
With (49), we find
1 1
ot £ = e (o) ()
1
- 53
wina(w) (Faa(w) + 1) (>3)
) and
Ty — T (FEm()(1 + wBm(w)). G

It is well known [28, (2.79)] that the R-transform of the lim-
iting spectral measure PE_~1 (z) is given by
C

1
RE(;1 (w) = T ow (55)
Letting M/_\I = E;:l, we find form (54)
Rg.(w) =1+ aRg,. (w) (1 + wRg,. (w)). (56)
Solving (56) for the R-transform yields
R (w) = f2(w) (57)
where f(w) is defined as
A S
fo(w) = (58)

Now, in order to find the R-transform of the spectral measure
of Ex, first we take notice that the matrix E;zl can be written as

follows:

E-1_ H H' + H;H]
R — T -

N (59)
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Then we note that the R-transform has the following two prop-
erties [28], [29]:

(60)
(61)

RM1+M2 (w) = RMI (w) + RM2 (w)
R.v(w) = ecRm(cw) Ve e C.

Using these two properties we might write the R-transform of
(59) as

R (w) = lRHTH? (E> + %RHiH;r (g) .

~ (62)
Ej 2 N3 2 . 2

Now recall from Section II that H,. and H; are real random ma-
trices containing independent and identically distributed entries
with zero mean and variance 1/2. Then both (H,H}')/(N/2)
and (H;HY)/(NN/2) have the same R-transform, which is given
by (55) [28, Theorem 2.35], implying that

1
R ~ = 63
E;' (w) 1-— a% (63)
which in conjunction with (54) yields that
Rg, (w) = fi(w). (64)

It is now clear by simple substitution how (22) and (23) result
from (19) for E = E¢c and E = Ex:
T d qRg(—x)
€= xRp(~x) = =B X
2dy aRE(—x)
q

= . 65
2~ o+ 2axRe(—x) ©

APPENDIX B
THE REPLICA METHOD

In this Appendix we derive (19)—(21) which are used to obtain
the transmitted energy £ per symbol. The derivation follows
along the lines of [5, App. A], but it is extended to allow for
purely real matrices such as Ex.

Let us start by recalling (18)

ﬂ_lK_lln Z e—,@xTEx.

x€ANS

&= (66)

— lim

B—o00
As indicated in Section III, the expression in the /3 limit is a ther-
modynamic free energy (per microscopic degree of freedom in
x) when K — 00, so, in order to use tools from statistical me-
chanics and treat the argument in the (3 limit as a thermodynamic
free energy we should write

£=-lim lim 'K 'In ) o oxTEx.

B—o00 K—o00
xeANS

(67)

As discussed in Section III, the free energy is self-averaging
in the thermodynamic limit. Furthermore, the eigenproperties of
large random matrices, such as E¢ and Ex, are also postulated
to be self-averaging [30]. Hence, we might rewrite (18) as fol-
lows:

E=—lim lim ~'K-'InZ

B—o00 K—o00

(68)
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where the overbar denotes the configurational average with re-
spect to the matrix E (which results from the channel states H),
and

Z= Z e—ﬂxTEX. (69)

x€EANSH

is referred to as the partition function.

Finding the average of the logarithm of a partition function
is far from trivial. In order to tackle the problem we employ the
somewhat mystifying equality [31, Sec. 6.8]

cInll = lim 47 —=¢ (70)
x—0 x
which for convenience we write as
9 _
clnd = —clnlYm (71)
on

n=0
where c is just some constant upon which the probability distri-

bution has no effect.
‘We might use (71) to rewrite the average in (68) as

0
i -1K-1 - lim — | —lp—1 n
Kh_r)r})o f~1K=1InZ —7111_n}] o Kh_n)lo 7K "InZ™ (72)

which, moving things around, allows us to write (68) as

15) __
£=— lim 7! lim i lim K~ 'lnZn. (73)

B— o0 n—0 0dn K—oo

The task is now reformulated in terms of finding the average
of a power of the partition function. This is also far from trivial,
unless the power is an integer, in which case we are just dealing
with moments of Z. The parameter n in (73) is, however, a
positive real number. In the following we make the key as-
sumption that, although we take n to be a positive integer, we
can nevertheless continually extend the result of the average to
n = 0. This critical assumption together with expression (70),
is known as the replica trick, and it is the cornerstone of the
replica method, which was developed in statistical physics to
analyze magnetic glassy systems. The name replica refers to the
fact that we are now taking the expectation of the product of n
identical replicas of Z. We might further rewrite (73) as
(74)

0
£=—lim 7! lim —&,
B—o0 n—0

Z exp [tr <—[3EZXGXZ)]
{xa€ANSH} a=1

(75)

and the summation notation . (% €ANSH} stands for
le €EANSH szeAmsH o an €EANSH "

When the random matrix E is Hermitian and unitarily in-
variant the expectation value in (75) can be written in terms of
the R-transform Ry (w) of the eigenvalue distribution of E as
follows [32]:
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>

2
=

) a
Z,= lim —In Rg(—w)dw
K—oo

>

{x.€ANSH}

exp —Ki
a=1

o

(76)

with 7 = 1 when all the entries in E are purely real (or purely
imaginary) and 7 = 2 when the entries in E are neither purely
real nor purely imaginary, and with A\, ..., A, being the eigen-
values of the n X n dimensional matrix $Q whose elements are
Qap = K_lx:flx;,.

From this point we follow along the lines of [5, App. A] and
obtain expressions (19)—(21).
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