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Abstract—The “replica method” of statistical physics is employed for the large-system analysis of vector precoding for the Gaussian multiple-inputmultiple-output broadcast channel. The transmitter comprises a linear front-end combined with nonlinear precoding, minimizing transmit energy by means of input alphabet relaxation. For the common discrete lattice-based relaxation, the problem violates replica symmetry and a replica symmetry breaking (RSB) ansatz is taken. The limiting empirical distribution of the precoder’s output and the limiting transmit energy are derived for one-step RSB. Particularizing to a “zero-forcing” (ZF) linear front-end, a decoupling result is derived. For discrete lattice-based relaxations, the impact of RSB is demonstrated for the transmit energy. The spectral efficiencies of the aforementioned precoding methods are compared to linear ZF and Tomlinson–Harashima precoding (THP). Focusing on quaternary phase shift-kye (QPSK), significant performance gains of both lattice and convex relaxations are revealed for medium to high signal-to-noise ratios (SNRs) when compared to linear ZF precoding. THP is shown to be outperformed as well. Comparing certain lattice-based relaxations for QPSK against a convex counterpart, the latter is found to be superior for low and high SNRs but slightly inferior for medium SNRs in terms of spectral efficiency.

Index Terms—Antenna arrays, broadcast channel, decoupling principle, lattice, multiple-input multiple-output, precoding, R-transform, replica method, zero-forcing (ZF).

I. INTRODUCTION

T he multiple-input multiple-output (MIMO) Gaussian broadcast channel (GBC) is the focus of many research activities, addressing the growing demand for higher throughput wireless systems, and in particular the increasing use of multiple-antenna systems in essentially all modern wireless standards (see, e.g., [1]–[3]). The capacity region of the MIMO GBC is the dirty paper coding (DPC) [4] capacity region [5], and several attempts have been made in recent years to propose practically oriented approaches for implementing DPC, as, e.g., [6]–[8]. DPC still remains, however, a difficult, computationally demanding task, which motivates the search for more practical (suboptimum) precoding alternatives.

Since linear precoding, such as zero-forcing (ZF), leads to reduced performance (especially when the channel is ill-conditioned), much attention has been given to nonlinear precoding schemes. In particular, lattice-based precoding approaches have often been investigated, as, for example, the vector perturbation approach suggested in [9] (see also [10] for a general framework). The vector perturbation approach was inspired by the idea of Tomlinson–Harashima precoding (THP) [11], [12]. In this scheme, a scaled complex integer vector is added to each data vector, chosen to minimize the energy penalty imposed by a linear ZF front-end. A modulo function is employed at the receivers, uniquely determining the transmitted symbols in the absence of noise. An analogous precoding scheme based on a linear minimum-mean-squared-error (MMSE) front-end was considered in [13]. An approach based on optimizing mutual information was taken in [14]. Vector perturbation is, however, still complex as it involves the solution of an NP-hard integer-lattice least squares problem (commonly implemented using the sphere-decoding algorithm [15]). Addressing the complexity aspect of the method, related approaches can also be found, e.g., in [16], [17] (see references therein for additional literature in this framework), where lattice-basis reduction techniques are employed.

The analytical performance analysis of such nonlinear precoding schemes is not at all trivial. It is common to consider, therefore, uncoded symbol error probabilities (via simulations), asymptotic capacity scaling laws, and diversity orders (the asymptotic slope of the error probability in the high signal-to-noise ratio (SNR) regime), or to employ Monte Carlo simulations to obtain information-theoretic achievable rates (see, e.g., [9], [13], [16]–[19], and also [20] for a semitutorial review in this respect). The energy penalty induced by the linear front-end is another commonly addressed performance measure. A lower bound on the energy penalty based on lattice theoretic arguments can be found in [21]. The optimum constellation shaping for a ZF front-end (in terms of the energy penalty), allowing for data to be independently decoded by the users, is investigated in [22], where a selective mapping technique is introduced based on random coding arguments, implementable using nested lattice coding in a trellis precoding...
framework (see also [23] for a more recent study on selective mapping).

The energy penalty minimization was also investigated in [24] where another nonlinear precoding approach in this framework has been recently proposed. The transmitter comprises a linear front-end combined with nonlinear precoding. The nonlinear part relies on relaxation of the transmitted symbols’ alphabets to larger alphabet sets. The idea is to optimize the vector of transmitted symbols over the extended alphabet sets, so as to minimize the energy penalty imposed by the linear front-end, which is essentially the idea behind vector perturbation. However, a notable feature of this precoding scheme is that it can also be combined with convex extended alphabet sets (in contrast to [9]), lending themselves to efficient practical energy minimization algorithms. It can be considered in this sense as a generalization of the vector perturbation scheme (see also [25] in this respect).

Another interesting contribution of [24] is the harnessing of statistical physics tools for the analysis of the nonlinear precoding scheme, while considering the large-system limit in which both the number of users and the number of transmit antennas grow large, while their ratio goes to some finite constant. One of the main objectives of statistical physics is the quantitative description of macroscopic properties of many-body systems while starting from the fundamental interactions between microscopic elements. In this framework, a general tool for the analysis of random (“disordered”) systems, referred to as the “replica method,” was originally invented for the analysis of spin glasses. The latter term describes a spin system in which correlations between replicated microscopic system configurations are independent of the replica indices. The RS assumption, however, is known to produce incorrect conclusions for certain physical quantities such as, e.g., the minimum energy configuration. This led to the development of the replica symmetry breaking (RSB) theory [26], [37]. Recently, the full RSB solution of the SK spin glass model, first proposed in [38], has been shown to be an upper bound to the minimum energy configuration [39] and later to be the exact solution of the model [37]. Apart from its general seminal importance, it is profoundly relevant in the context of vector precoding because the SK-model is a particular case of the more general models discussed in [24] and in the sequel.

In this paper, we consider a communication system setting in which RSB indeed occurs, and demonstrate the significant impact of the RSB treatment on the validity of the approximations produced by the replica analysis. We focus here on a wireless MIMO broadcast channel (BC) setting, where the transmitter has $N$ transmit antennas and the $K$ users have single receive antennas. Full channel state information (CSI) is assumed available at the transmitter, while the receivers are cognizant of their own channels only (more on this later). No user cooperation of any kind is assumed. The received signals are embedded in additive white Gaussian noise (AWGN). The precoding approach considered in [24] is revisited. Note that the focus in [24] is mainly on presenting the method, and on the derivation of the energy penalty in the asymptotic regime, in which both the number of transmit antennas $N$ and the number of users $K$ go to infinity, while $K/N \to \alpha < \infty$ (commonly referred to as the system load). Furthermore, the analysis in [24] is based on the RS assumption. It turns out, however, that the RS assumption can only produce valid asymptotic approximations in this setting when the extended alphabets are convex sets (see, e.g., supportive simulation results in [25]). In contrast, for the non-convex alphabets considered in [24] these approximations turn out to be rather loose, and produce overoptimistic results, especially as the system load gets close to unity. This behavior can be readily observed by comparing the RS-based energy penalty to the asymptotic lower bound of [21].

Here, an alternative analysis is provided based on what is referred to in the statistical physics literature as the one-step RSB (1RSB) ansatz, which allows one to search for more general solutions than the RS ansatz, but does not cover the full complexity of solutions of full RSB. In addition to an energy penalty analysis, analogous to the one in [24], we complement the results by providing an information-theoretic perspective of the proposed precoding approach. Coded transmissions and achievable
throughputs are considered. The employed performance measure is the normalized spectral efficiency, defined as the total number of bits/sec/Hz per transmit antenna that can be transmitted arbitrarily reliably through the broadcast channel. The limiting marginal conditional distribution of the nonlinear precoder’s output which is required for the calculation of spectral efficiency, as well as the limiting energy penalty, are analytically formulated. Focusing on a ZF front-end, the spectral efficiency is expressed via the input-output mutual information of the equivalent single-user channel observed by each of the receivers. The analysis is applied next to a particular family of discrete extended alphabet sets (following [24]), focusing on a quaternary phase shift-keying (QPSK) input, demonstrating the RSB phenomenon. To complete the analysis, we repeat the derivations while employing the RS ansatz, which is, as said, adequate for convex relaxation schemes, and the results are then applied to a convex alphabet example [24]. For both extended alphabets, numerical spectral efficiency results indicate significant performance enhancement over linear ZF preprocessing for medium to high SNRs. Furthermore, performance enhancement is also revealed compared to a generalized THP approach (which is a popular practical nonlinear precoding alternative for such settings). Comparison of the two types of extended alphabet examples leads to interesting conclusions regarding the performance versus complexity tradeoff of precoding schemes of the kind considered here.

The remainder of this paper is organized as follows. Section II describes the system model. Section III provides an outline of the replica analysis and includes some general results. In particular, it clarifies the concept of RSB on which later results are based upon. In order to analyze the mutual information and later the tradeoff between spectral and power efficiency of various precoding schemes, we need to characterize the limiting conditional distribution of the precoder output. This task is solved in Section IV providing a set of nonlinear equations whose solutions characterize the desired distributions. Section V particularizes to the ZF front-end and shows that the channel model can be represented as an equivalent concatenated single-user channel. Then, it derives the spectral efficiency of this equivalent concatenated channel. Section VI particularizes the results of the previous sections to a discrete lattice-based alphabet relaxation of QPSK. Numerical solutions of the analytical results are provided. Those based on RSB are shown to match simulation results while those based on RS are demonstrated to fail. Section VII is the corresponding counterpart to Section VI for convex relaxation. Unlike Section VI, it finds the RS ansatz to provide accurate approximations. Section VIII presents a comparative analysis of the spectral efficiency of the two alphabet relaxation schemes against some other precoding approaches. Finally, Section IX ends this paper with some concluding remarks.

II. SYSTEM MODEL

Consider the following Gaussian MIMO broadcast channel:

\[ r = Ht + n \]  

where \( n_{[K \times 1]} \) is the vector of received signals, \( H_{[K \times N]} \) is the (random) complex channel transfer matrix, assumed to be of unit expected row norm, \( t_{[N \times 1]} \) is the vector of transmitted signals, and \( n_{[K \times 1]} \) is the vector of i.i.d. zero-mean complex AWGNs at the users’ receivers. We denote the noises’ spectral levels by \( \sigma^2 \) so that \( n \sim N(0,\sigma^2) \).

The precoding process at the transmitter is depicted in Fig. 1. It is assumed that the users’ messages are independently encoded, and that the encoders produce coded symbols \( \{u_k\}_{k=1}^K \) taken from some discrete alphabet \( \mathcal{A} \). These symbols are treated as random variables, independent across users, and subject to the identical underlying discrete probability \( P_U(\tilde{u}) \), \( \tilde{u} \in \mathcal{A} \). We use, henceforth, for convenience (as shall be made clear in Section V), the following probability density function (pdf) formulation:

\[ dF_U(u) \triangleq f_U(u) du \triangleq \sum_{\tilde{u} \in \mathcal{A}} P_U(\tilde{u}) \delta(u - \tilde{u}) du \]  

Let \( u_{[K \times 1]} \) denote the vector of the encoders’ outputs, i.e., \( u = [u_1, \ldots, u_K]^T \in \mathcal{A}^K \). The vector \( u \) is the input to a nonlinear precoding block that minimizes the energy penalty of the precoder through input alphabet relaxation (see later), and outputs a \( K \times 1 \) vector \( x \). The vector \( x \) is then taken as input to the linear front-end block where it is multiplied by the linear front-end matrix \( T_{[N \times K]} \), which is, in general, a function of the channel transfer matrix \( H \) (note that \( x \) depends on \( T \)), and hence, we can use the functional notation \( x(T, u) \). The result is then normalized so that the actually transmitted vector \( t \) satisfies an instantaneous total power (energy per symbol) constraint \( P_{\text{tot}} \), i.e.,

\[ t = \sqrt{P_{\text{tot}}} \frac{T x(T, u)}{||T x(T, u)||} \triangleq \frac{P_{\text{tot}}}{\sigma^2} T x(T, u) \]  

where \( \sigma^2 \) denotes the energy penalty induced by the precoding matrix \( T \), and the particular choice of \( x \), as well as the average symbol energy of the underlying alphabet \( \mathcal{A} \) (the explicit dependence on the arguments is omitted, henceforth, for simplicity). Denoting by \( P \) the individual power constraint per user (taken as equal for all), so that \( P_{\text{tot}} = K P \), we define the transmit SNR as

\[ \text{snr} \triangleq \frac{P_{\text{tot}}}{K \sigma^2} = \frac{P}{\sigma^2} \]  

The energy penalty minimization is performed in the following way. The original alphabet \( \mathcal{A} \) is extended (“relaxed”) to an alphabet \( \mathcal{B} = \bigcup_{\tilde{a} \in \mathcal{A}} \mathcal{A}_{\tilde{a}} \), where the sets \( \mathcal{A}_{\tilde{a}} \) are disjoint. The idea here is that every coded symbol \( u \in \mathcal{A} \) can be represented
without ambiguity using any element of $R_A[24]$. The vector $x = [x_1, \ldots, x_K]^T$ thus satisfies

$$x = \arg\min_{\tilde{x} \in \mathbb{R}_{A_1} \times \cdots \times \mathbb{R}_{A_K}} \| T \tilde{x} \|^2$$

We note at this point that as an alternative to the normalization taken in (3), ensuring an instantaneous transmit power constraint, a weaker average transmit power constraint can be applied, by simply replacing $\mathcal{E}_x^x$ with $E[\mathcal{E}_x^x]$, where $E[\cdot]$ denotes expectation. However, since we later concentrate on the energy penalty per symbol

$$\mathcal{E}_x \triangleq \frac{\mathcal{E}_x^x}{K}$$

and in view of the self-averaging property of the large-system limit (as shall be made clear in the following), the two types of energy constraints yield the same asymptotic results. We thus focus for convenience throughout this paper on the instantaneous power constraint (as implied by (3)). Note also that in order to differentiate between the energy penalty induced by the precoding scheme, and the effect of the underlying symbol energy of the input alphabet $\mathcal{Y}$, one can alternatively represent the results in terms of what we refer to here as the *precoding efficiency*, defined through

$$\zeta \triangleq \frac{\mathcal{E}_x}{\sigma_n^2}$$

where $\sigma_n^2 = E[|u|^2]$ (with the expectation taken with respect to (2)).

### III. OUTLINE OF THE REPLICA ANALYSIS

In the following, we describe the main ideas behind the replica analysis of the problem in hand, and provide a heuristic outline of the approach taken to derive the main results of this paper. The reader is referred to tutorial manuscripts such as [26], [27], [31] and for an elaborated background on the replica analysis. The fully detailed proofs are deferred to the appendices.

We start here by focusing on the energy penalty, and note that the task of the nonlinear precoding block at the transmitter (see Fig. 1) can be described as follows. Its task is equivalent to the minimization of an objective function (called the Hamiltonian in the physics literature) having the quadratic form

$$\mathcal{H}(x) = x^\dagger J x$$

with $(\cdot)^\dagger$ denoting transpose conjugation and $J$ being a random matrix of dimensions $K \times K$. Thus, the minimum energy penalty per symbol can be expressed as

$$\frac{1}{K} \min_{x \in R_A} \mathcal{H}(x)$$

where we use the shortened notation $R_A \triangleq \mathbb{R}_{A_1} \times \cdots \times \mathbb{R}_{A_K}$. Note also that to comply with (5) one should take $J = T^\dagger T$; however, since the results derived in the sequel hold, at least in part, for a more general class of matrices, we retain the formulation as in (8).

To calculate the minimum of the objective function as defined in (8), it is convenient to introduce some notions from statistical physics (see, e.g., [31]). In particular, we define a discrete probability distribution on the set of state vectors $\{x\}$, namely the Boltzmann distribution, as

$$P_B(x) = \frac{1}{Z} e^{-\beta \mathcal{H}(x)}$$

where the parameter $\beta > 0$ is referred to as the *inverse temperature* $\beta = 1/T$, while the normalization factor $Z$ is the so-called *partition function*, which is defined as

$$Z = \sum_{x \in R_A} e^{-\beta \mathcal{H}(x)}$$

The energy of the system is given by

$$\mathcal{E} = \sum_{x \in R_A} P_B(x) \mathcal{H}(x)$$

and the entropy (disorder) is defined as

$$S = -\sum_{x \in R_A} P_B(x) \log P_B(x)$$

The aforementioned definitions hold for both discrete and continuous alphabets $R_A$. The only difference is that for continuous alphabets the sums over $x \in R_A$ are replaced by integrals.

At thermal equilibrium, the energy of the system is preserved, while the second law of thermodynamics states that the entropy is the maximum possible. This is equivalent to minimizing the free energy of the system

$$\mathcal{F} \triangleq \mathcal{E} - \frac{S}{\beta}$$

where $\beta$, the inverse temperature, is in fact the Lagrange multiplier in the maximization of (13), subject to the mean energy constraint. At equilibrium, the free energy can be expressed as

$$\mathcal{F} = -\frac{1}{\beta} \log Z$$

Note that from Lagrangian duality the Boltzmann distribution (10) is also the solution to the problem of minimizing the energy for a given entropy.

All mean thermodynamic quantities can now be derived directly from the free energy. In particular, the energy of the system is

$$\mathcal{E} = \frac{d(\beta \mathcal{F}(\beta))}{d\beta}$$

while its thermodynamic entropy (disorder) is

$$S = \beta \frac{d^2 \mathcal{F}(\beta)}{d\beta^2}$$
In addition to the aforementioned quantities, we can use the free energy and the partition function to obtain the empirical joint distribution of the precoder input \( u \) and output \( x \), which is defined for general \( \beta \) as

\[
P_{X|U}^{(K)}(\xi, v) = \frac{1}{K} \sum_{x \in \mathcal{S}_n} P_{\mathcal{Q}}(x) \sum_{k=1}^{K} 1\{ (x_k, u_k) = (\xi, v) \}
\]  

(18)

Equations (10)–(18) will be useful in deriving some of the results presented in the sequel.

The rationale behind the introduction of the Boltzmann distribution is that as \( \beta \to \infty \), the partition function becomes dominated by the terms corresponding to the minimum energy. Hence, taking the logarithm and further normalizing with respect to \( \beta \), one gets the desired limiting quantity (energy, entropy, or empirical distribution) at the minimum energy subspace of \( \mathcal{R}_u \). Note that even if the energy minimizing vector is not unique, or in fact even if the number of such vectors is exponential in \( K \), one still gets the desired quantity when taking the limit \( \beta \to \infty \).

It is crucial to point out that in the aforementioned summation over the set of state vectors \( \mathcal{R}_u \), both the input vector \( u \) and the matrix \( J \) are fixed. These random variables are called quenched. Therefore, all the aforementioned manipulations still do not alleviate the difficulty of calculating the desired quantities. In particular, the main difficulty comes from the free energy being a random variable itself, which depends on the particular realizations of \( J \) and \( u \). As discussed in Section I, the proofs of the self-averaging property of the SK-model in [33]–[36] can be generalized to apply to the form of \( \mathcal{H}(\mathbf{x}) \) analyzed here. This means that the free energy converges in probability at the asymptotic limit to a nonrandom quantity, i.e.,

\[
\lim_{K \to \infty} \Pr \left( \frac{1}{K} |\mathcal{F} - E\{\mathcal{F}\}| > \epsilon \right) = 0 \quad \forall \epsilon > 0
\]  

(19)

where the expectation \( E\{\cdot\} \) is over all realizations of \( J \) and \( u \). As a result, all quantities that can be obtained from the free energy in an analytic manner, e.g., by differentiation of a parameter, are also self-averaging. This self-averaging property makes the problem more straightforward to tackle, since we may now hope to get analytic results for the average of the free energy and its derivatives.

With that in mind, the limiting energy penalty (per symbol) can be represented as

\[
\bar{\epsilon} = \lim_{K \to \infty} \frac{1}{K} \min_{x \in \mathcal{S}_n} x^\dagger J x
\]  

(20)

\[
= -\lim_{K \to \infty} \lim_{\beta \to \infty} \frac{1}{\beta K} E \left\{ \log \sum_{x \in \mathcal{S}_n} e^{-\beta x^\dagger J x} \right\}
\]  

(21)

\[
= \lim_{K \to \infty} \lim_{\beta \to \infty} E \left\{ \frac{\mathcal{F}(\beta)}{K} \right\}
\]  

(22)

To obtain the empirical joint distribution \( P_{X|U} \), we follow a technique very common in the physics literature [27], and introduce a dummy variable \( h \in \mathbb{R} \), as well as the function

\[
V(h, \xi, v, x, u) = -h \sum_{k=1}^{K} 1\{ (x_k, u_k) = (\xi, v) \}
\]  

(23)

If we add this term to \( \mathcal{H}(\mathbf{x}) \) in the exponent, the partition function gets modified to

\[
Z(h) = \sum_{x \in \mathcal{S}_n} e^{-\beta(\mathcal{H}(\mathbf{x}) + V(h))}
\]  

(24)

where we have dropped the explicit dependence of \( Z(h) \) and \( V(h) \) on \( v \) and \( \xi \) (as well as \( x \) and \( \mathbf{a} \)) for the sake of notational compactness. In the sequel, any dependence on \( h \) shall implicitly also indicate a dependence on \( v \) and \( \xi \). Using the aforementioned partition function, we obtain a modified free energy using (15). Upon differentiation with respect to \( h \), setting \( h = 0 \) and letting \( \beta \to \infty \), we get

\[
P_{X|U}(\xi, v) = \lim_{K \to \infty} P_{X|U}^{(K)}(\xi, v)
\]  

(25)

\[
= \lim_{K \to \infty} \lim_{\beta \to \infty} E \left\{ \frac{\partial \mathcal{F}(\beta, h)}{\partial h} \right\}_{h=0}
\]  

(26)

where \( \mathcal{F}(\beta, h) \) denotes the free energy for the modified partition function \( Z(h) \). Since the free energy is self-averaging, so is the empirical joint distribution.

The next step in the analysis is to invoke some underlying assumptions.

**Assumption III.1:** Let the random matrix \( J \) be decomposable into

\[
J = U D U^\dagger
\]  

(27)

where \( U \) is a unitary Haar distributed matrix and \( D \) is a diagonal matrix with its diagonal elements being the eigenvalues of \( J \) whose empirical distribution converges to a nonrandom distribution uniquely characterized by its \( R \)-transform \( R(\cdot) \), which is assumed to exist.

For a definition of Haar distribution and \( R \)-transform, see [40] and Appendix E, respectively.

Going back to the original communication system model, note that we are in fact interested in the normalized averages of most of the quantities described earlier, at the limit as \( K \to \infty \). Therefore, to make a distinction, while retaining the relation between the quantities, we shall use, henceforth, the following notational convention:

\[
\mathcal{F}(\beta) \overset{\Delta}{=} \lim_{K \to \infty} \frac{1}{K} E \{\mathcal{F}\}
\]  

(28)

\[
\mathcal{S}(\beta) \overset{\Delta}{=} \lim_{K \to \infty} \frac{1}{K} E \{S\}
\]  

(29)

\[
\mathcal{E}(\beta) \overset{\Delta}{=} \lim_{K \to \infty} \frac{1}{K} E \{\mathcal{E}\}
\]  

(30)

\(^3\) An alternative method for deriving the limiting empirical distribution, which relies on the limiting moments, can be found in [30], albeit with more restrictive assumptions on the limiting distribution.
Calculating the expectation of a logarithm of a sum of exponentials (see (21)) is a formidable task. The standard approach in statistical physics is to invoke the so-called replica trick. The latter is based on the following identity:

$$E\{\log \mathcal{Z}\} = \lim_{n \to 0^+} \frac{1}{n} \log E\{Z^n\}$$

which holds in general for real $n$. The “trick” here relies on the assumption that the right-hand side (RHS) of (31) can be evaluated for integer $n$, and that the desired quantity can be found by analytic continuation in the vicinity of $n = 0^+$. Although this “trick” does not a priori have any justified validity, its success in statistical physics, and more recently in communications theory, makes it a reasonable approach. Further assuming that the limits with respect to $K$ and $n$ can be interchanged (which is the common practice in replica analysis), (21) can be rewritten as

$$\mathcal{E} = \lim_{\beta \to \infty} \mathcal{E}(\beta)$$

where we use the notation $\sum_{\{x_k\}} = \sum_{x_1 \in \mathcal{B}_1} \cdots \sum_{x_n \in \mathcal{B}_n}$ and $\text{Tr}(\cdot)$ denotes the trace operator.

The summation over the replicated precoder output vectors $\{x_1, \ldots, x_n\}$ in (32) is performed by splitting the replicas into sub-shells, defined through an $n \times n$ matrix $Q$,

$$S(Q) \triangleq \{x_1, \ldots, x_n | x_k = Q x_k\}$$

The limit $K \to \infty$ allows us to perform the following derivations by saddle point integration. This first yields the following general result.

**Proposition III.2:** For any inverse temperature $\beta$, any structure of $Q$ consistent with (33), and any random matrix fulfilling Assumption III.1, the energy is given by

$$\mathcal{E}(\beta) = \lim_{n \to 0^+} \frac{1}{n} \text{Tr} [Q R(\beta Q)]$$

where $Q$ is the solution to the saddle point equation

$$Q = \int_{x \in \mathcal{B}_n} \sum_{x' \in \mathcal{B}_n} x x^T e^{-\beta x^T R(\beta Q)x} e^{-\beta x' x} dF_U(u)$$

with $\mathcal{B}_n$ denoting the $n$-fold Cartesian product of $\mathcal{B}$.

3An equivalent representation often encountered in the literature is $E\{\log \mathcal{Z}\} = \lim_{n \to 0^+} \frac{E(\mathcal{Z}^n)}{n}$.

**Proof:** See Appendix C.

There is an important difference between the vector $x$ in (8)-(33) and the vector $x$ in (35). To illustrate that, let us rewrite the energy

$$\mathcal{E}(\beta) = \lim_{K \to \infty} \frac{1}{K} \sum_{x \in \mathcal{B}_n} e^{-\beta x^T J x}$$

where

$$Q = \int_{x \in \mathcal{B}_n} \sum_{x' \in \mathcal{B}_n} x x^T e^{-\beta x^T R(\beta Q)x} e^{-\beta x' x} dF_U(u)$$

with $Q$ given by (35). In (36), $x$ is a $K$-dimensional vector and its components represent users. The contributions of the users to the energy arise due to the inner product $x^T J x$ and are coupled, unless $J$ is diagonal. In (37), $x$ is an $n$-dimensional vector and its components represent replicas of the same user. The contributions of the users to the energy arise due to integration over the distribution $F_U(u)$. They are decoupled and additive. This is just another incarnation of the decoupling principle that, under the assumption of RS, was addressed in [30]. Here, we find that it holds for the energy of general (also RSB) spin glass systems and their equivalents in communication theory.

Another interesting observation is the following. In [41], an analogy between the $R$-transform and the effective interference in linear MMSE detection was discovered, and the additivity of the effective interference of coupled users was explained based on the additivity of the $R$-transforms of free random variables. Relying on the code symbols of different users $\{u_k\}$ being i.i.d., we can rewrite (37) as

$$\mathcal{E}(\beta) = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \lim_{n \to 0^+} \frac{1}{n} \sum_{x \in \mathcal{B}_n} x^T R(\beta Q)x e^{-\beta x^T R(\beta Q)x}$$

and interpret $\mathcal{E}_k(\beta)$ as the effective energy of user $k$. Like the effective interference in [41], it depends only on the signal constellation of user $k$ and the $R$-transform, and it is additive among users. In contrast to [41], (38) is more general and neither constrained to linear detectors nor to Gaussian symbol alphabets.

To produce explicit results, note that the limit $n \to 0$ of the $n \times n$ matrix $Q$ can only be defined imposing a certain structure onto the cross correlation matrix $Q$ at the saddle point, unless the summations in (35) can be evaluated explicitly, e.g., for $R_n = \mathbb{C}$. The simplest structure is that of RS, which in the current setting boils down to

$$Q = q_0 1_{n \times n} + \frac{\chi_0}{\beta} I_{n \times n}$$

for some constants $\{q_0, \chi_0\}$. The IRSB assumption leads to a more involved structure, formulated as

$$Q = q_1 1_{n \times n} + p q_2 1_{n \times n} \otimes 1_{n \times n} + \frac{\chi_1}{\beta} I_{n \times n}$$

(40)
using the constants \( \{ q_0, p_1, \chi_1, \mu_1 \} \). The aforementioned constants (i.e., \( q_0, \chi_0 \)) for RS, and \( \{ q_1, p_1, \chi_1, \mu_1 \} \) for 1RSB are referred to as *macroscopic* parameters, and obtained from the corresponding saddle point equations. The limiting energy penalty can then be expressed in terms of these macroscopic parameters, as shown in the following sections. An analogous procedure can be employed to obtain the limiting empirical joint distribution of the precoder input and output using (25).

RSB is not limited to one step, and in fact in order to exactly characterize the limiting energy penalty and precoder output statistics, we would eventually need to consider full RSB, as discussed in Section I. However, we will only present here precoding results up to the accuracy of 1RSB for purposes of analytical tractability. For the interested reader and the sake of completeness, we include general results on multiple-step RSB in Appendix A.

IV. LIMITING CHARACTERIZATION OF THE PRECODER OUTPUT

We restrict ourselves in the following to 1RSB analysis of the limiting characteristics of the precoder output. As demonstrated in the sequel, when compared to simulation results at finite numbers of antennas, 1RSB gives quite accurate approximations for the quantities of interest, while the RS ansatz does so only in special cases.

A. 1RSB Solution

Applying the 1RSB ansatz, as outlined in Section III (see in particular (40)), the limiting properties of the precoder output are characterized by means of four macroscopic parameters \( q_1, p_1, \chi_1, \mu_1 \in (0, \infty) \), which are determined as specified later. Let \( J \) be a \( K \times K \) random matrix satisfying the decomposability property (27), and let \( R(\cdot) \) denote the \( R \)-transform of its limiting eigenvalue distribution. Consider now the following function of complex arguments \((y, z) \in \mathbb{C}^2\):

\[
\mathcal{J}_u(y, z) \triangleq e^{-
\min_{z \in \mathbb{C}^2} z^* \left[ R(\chi) + \frac{2}{\mu} \mathcal{I} \right]}
\]  
(41)

where \( \Re \{ \cdot \} \) takes the real part of the argument, and the parameters \( \varepsilon_1, g_1, f_1 \) are defined as

\[
\varepsilon_1 = R(\chi_1) \quad (42)
\]

\[
g_1 = \sqrt{\frac{R(\chi_1) - R(\chi_1 + \mu_1 p_1)}{\mu_1}} \quad (43)
\]

\[
f_1 = \sqrt{\frac{R(\chi_1 - \mu_1 p_1)}{\mu_1}} \quad (44)
\]

Furthermore, denote its normalized version by

\[
\tilde{\mathcal{J}}_u(y, z) = \frac{\mathcal{J}_u(y, z)}{\int_{\mathbb{C}} \mathcal{J}_u(y, z) \, dy}
\]

(45)

to compact notation. Then, using the shortened notations (for \( z_{\text{re}}, z_{\text{im}} \in \mathbb{R} \))

\[
\int_{\mathbb{C}} (\cdot) \, dy \triangleq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\cdot) e^{-|z|^2} \frac{dz_{\text{re}} \, dz_{\text{im}}}{\pi}
\]

(46)

with \( z \triangleq z_{\text{re}} + jz_{\text{im}} \in \mathbb{C} \) and

\[
\int_{\mathbb{C}} (\cdot) D_y \, D_z \triangleq \int_{\mathbb{C}} \int_{\mathbb{C}} (\cdot) D_y \, D_z
\]

(47)

the parameters \( \{ q_1, p_1, \chi_1, \mu_1 \} \) are solutions to the four coupled equations

\[
\chi_1 + p_1 \mu_1 = \frac{1}{f_1} \int_{\mathbb{C}^2} \Re \left\{ z^* \arg \min_{x \in \mathbb{R}} \left[ f_1 z + g_1 y - \varepsilon_1 x \right] \right\}
\]

(48)

\[
\chi_1 + (q_1 + p_1) \mu_1 = \frac{1}{g_1} \int_{\mathbb{C}^2} \Re \left\{ y^* \arg \min_{x \in \mathbb{R}} \left[ f_1 z + g_1 y - \varepsilon_1 x \right] \right\}
\]

(49)

\[
q_1 + p_1 = \int_{\mathbb{C}^2} \arg \min_{x \in \mathbb{R}} \left[ f_1 z + g_1 y - \varepsilon_1 x \right]^2 D_y \, D_z \, dF_U(u)
\]

(50)

and

\[
\int_{\mathbb{C}^2} R(\varepsilon_1 + \mu_1) \, d\mathcal{J}_u(y, z) D_y \, D_z \, dF_U(u) - 2 \chi_1 R(\varepsilon_1 + \mu_1) + (\mu_1 q_1 + 2 \chi_1 + 2 \mu_1 p_1) R(\varepsilon_1 + \mu_1)
\]

(51)

In general, these coupled equations have multiple solutions. They were found by minimizing the free energy with respect to the cross correlation matrix \( Q \) at the saddle point. For zero temperature (\( \beta \rightarrow \infty \)), energy penalty and free energy are identical. Thus, in the case of multiple sets of solutions, one has to choose that set which minimizes the energy penalty.

The limiting properties of the precoder outputs can now be summarized by means of the following two propositions. The detailed proofs are provided in Appendices B-A and B-B, respectively.

**Proposition IV.1:** Suppose the random matrix \( J \) satisfies the decomposability property (27). Then, under some technical assumptions, including in particular one-step RSB, the effective energy penalty per symbol \( E^\text{tot} \) converges in probability as \( K, N \rightarrow \infty, K/N \rightarrow \alpha < \infty \), to

\[
\tilde{\mathcal{E}}_{\text{rel}} \triangleq \left( q_1 + p_1 + \frac{\chi_1}{\mu_1} \right) R(\varepsilon_1 - \mu_1 p_1) - \frac{\chi_1}{\mu_1} R(\varepsilon_1)
\]

(52)

The conditional limiting empirical distribution of the precoder’s outputs is specified next.

**Proposition IV.2:** With the same underlying assumptions as in Proposition IV.1, the limiting conditional empirical distribu-
of the nonlinear precoder’s outputs given an input symbol $u$ satisfies

$$P_{X|U}(\xi|v) = \int_{C} 1 \left\{ \xi = \arg\min_{x \in \mathcal{R}_i} \left[ f_1 z + g_1 y - \varepsilon_1 x \right] \right\} Dz \ dF_U(u)$$

(53)

where $1 \{1\}$ denotes the indicator function.

B. Replica Symmetric Reduction

Although the 1RSB solution of the replica analysis leads in principle to a more accurate description of the large-system limit, corresponding results can also be derived using the simplifying assumption that the system exhibits a replica symmetric behavior (see (39)). These results shall be used in the sequel to demonstrate the impact of RSB. However, they can also be extremely useful for more conveniently analyzing settings that do exhibit replica symmetric properties, such as the case of convex extended alphabet sets addressed in [25]. A convex alphabet example is discussed in Section VII.

The limiting energy penalty under the RS assumption was in fact already derived in [24], and the result is recalled in the following proposition. The result is given in terms of the two macroscopic parameters $g_0$, $\chi_0 \in (0, \infty)$, which are obtained through the solution of the two coupled equations

$$g_0 = \int_{C} \left[ \arg\min_{x \in \mathcal{R}_n} z - \frac{R(-\chi_0)x}{\sqrt{g_0 R(-\chi_0)}} \right]^2 Dz \ dF_U(u)$$

(54)

and

$$\chi_0 = \int_{C} \frac{\arg\min_{x \in \mathcal{R}_n} \left[ z - \frac{R(-\chi_0)x}{\sqrt{g_0 R(-\chi_0)}} \right]^* Dz}{\sqrt{g_0 R(-\chi_0)}}$$

(55)

Proposition IV.3 ([24], Proposition 1): Suppose the random matrix $J$ satisfies the decomposability property (27). Then, under some technical assumptions, including in particular RS, the effective energy penalty per symbol $\delta^{RS}/K$ converges in probability as $K, N \to \infty$, $K/N \to \alpha < \infty$, to

$$\delta^{RS}_\ast \triangleq \frac{1}{2} \left[ R(-\chi_0) - \chi_0 R'(-\chi_0) \right]$$

(56)

The limiting conditional distribution of the precoder outputs can also be characterized under the RS assumption, in an analogous manner to Proposition IV.2.

Proposition IV.4: With the same underlying assumptions as in Proposition IV.3, the limiting conditional empirical distribution of the nonlinear precoder’s outputs given an input symbol $u$ satisfies

$$P_{X|U}(\xi|v) = \int_{C} 1 \left\{ \xi = \arg\min_{x \in \mathcal{R}_i} \left[ z - \frac{R(-\chi_0)x}{\sqrt{g_0 R(-\chi_0)}} \right] \right\} Dz$$

(57)

This is the measure of the corresponding Voronoi region in the scaled conditional signal constellation $\mathcal{R}_i$, with respect to the (complex) Gaussian probability measure.

Proof: The proof follows the same steps as in the proof of Proposition IV.2, while replacing (40) with (39).

C. Zero-Temperature Entropy

One way to demonstrate the degree of consistency of the RS and 1RSB solutions is to look at their limiting (thermodynamic) zero-temperature entropy defined as $\mathcal{S} = \lim_{\beta \to \infty} \mathcal{F}(\beta)$. It can also be obtained in a manner similar to Propositions IV.1 and IV.3. In Appendix B-C, we show the following Proposition.

Proposition IV.5: With the same underlying assumptions as in Proposition IV.1 or IV.3, the limiting entropy per symbol converges to

$$\mathcal{S} = \chi R(-\chi) - \int_0^\infty R(-w) dw$$

(58)

with $\chi$ denoting $\chi_1$ and $\chi_0$ for 1RSB and RS, respectively.

Proposition IV.5 gives rise to the conjecture that the entropy for general $r$-step RSB is given by $\gamma_r R(-\chi_r) - \int_0^\infty R(-w) dw$ (see (103) for the definition of the macroscopic parameters in the general setting).

In any stable thermodynamic system, the entropy is nonnegative for all temperatures. However, one of the main pitfalls of the RS solution of the original SK-model is that its zero-temperature entropy is negative, indicating an instability [26]. For all $R$-transforms that are strictly increasing functions of negative real arguments, Proposition IV.5 clearly implies that the entropy is always negative, becoming zero only when the zero-temperature value of $\chi_1$, respectively $\chi_0$, approaches zero. While the full RSB solution has been shown to have vanishing entropy at zero temperature and corresponds to the correct solution, the following lemma proven in Appendix E, indicates that negative entropy is a rather common effect for finite RSB steps.

Lemma IV.6: The $R$-transform, wherever its derivative with respect to a real argument exists, is an increasing function. If the probability distribution is different from a single mass point, the $R$-transform is strictly increasing.

Note that the aforementioned argument for the entropy holds only for discrete state variables. In the case of continuous alphabets, the (then differential) entropy of a system can in fact be negative. Therefore, a negative zero-temperature entropy is not an alarm bell per se. For discrete state variables, the zero-temperature entropy serves as a measure of accuracy: the closer it is to zero, the better the approximation.

V. ZERO-FORCING FRONT-END

To gain more insight into the impact on system performance of the nonlinear precoding schemes under investigation, we now particularize to a specific linear front-end, namely the ZF front-end. The precoding matrix $T$ in this case is given by the pseudoinverse of the channel transfer matrix, which we write here as

$$T = H^+ = \lim_{\varepsilon \to 0} H^+ \left( HH^+ + \varepsilon I \right)^{-1}$$

(59)
This front-end is chosen for the sake of analytical tractability. As will be shown in this section, it allows us to decompose the multiuser channel into equivalent independent single-user channels. Furthermore, it results in a rather compact analytical form for the $R$-transform.

Next, we assume that $N \geq K$ and that the matrix $HH^\dagger$ is almost surely (a.s.) positive definite.\footnote{In Section VIII, we will also allow for $N < K$ following the treatment in [42].} Focusing on the asymptotic regime for $K/N \to \alpha \leq 1$, then using (1), (3), and Proposition IV.1, the equivalent single-user channel observed by user $i$ is

$$\hat{r}_i \approx x_i + \hat{n}_i, \quad K \gg 1 \quad (60)$$

where $\hat{n}_i$ is a zero-mean circularly symmetric complex Gaussian noise with variance $\frac{1}{\rho}$,

$$\rho \triangleq \frac{\text{SNR}}{\text{ebl}} \quad (61)$$

denotes the effective received SNR, and $\text{ebl}$ is given by (52).

**Proposition V.1:** Employing the same underlying assumptions as in Proposition IV.1, then with a ZF front-end the channel observed by a randomly chosen user is equivalent in the large-system limit to a concatenated single-user channel, with input $u \in \mathcal{U}$, intermediate output $x \in \mathcal{X}$, and final output $y \in \mathcal{Y}$, specified by the Markov chain $u \to x \to y$ as shown in Fig. 2. This Markov chain is defined by the following joint pdf:

$$f_{UXY}(u,x,y) = f_U(u)f_{X|U}(x|u)f_{Y|X}(y|x) \quad (62)$$

where

$$f_{X|U}(x|u) = \sum_{\tilde{x} \in \mathcal{X}} P_{X|U}(\tilde{x}|u) \delta(x - \tilde{x}) \quad (63)$$

with $P_{X|U}(\cdot|u)$ given by (53), and

$$f_{Y|X}(y|x) = \frac{\rho}{\pi} e^{-|y|^2/\rho} \quad (64)$$

is the (complex) Gaussian density with mean $x$ and variance $1/\rho$.

**Proof:** The proposition follows straightforwardly from Proposition IV.2 and (60).

Note that the RS reduction of the aforementioned result is readily obtained from Propositions IV.3 and IV.4, by replacing $\text{ebl}$ in (61) with $\text{rs}$ of (56), and taking (57) for $P_{X|U}(\tilde{x}|u)$ in (63).

The achievable throughput of the nonlinear precoding scheme can be derived from the equivalent single-user-channel model using Proposition V.1. Accordingly, the achievable rate of a randomly chosen user is given by the mutual information\footnote{Note that in the large-system limit, the receivers only need information about the state of their own channel, but not about the states of the other channels due to the self-averaging property which makes the impact of the other users’ channels and data deterministic.} between the input $u$ and the received signal $y$, i.e.,

$$R = I(u;y) = h(y) - h(y|u) \quad (65)$$

where $h(\cdot)$ and $h(\cdot|\cdot)$ denote differential entropy and conditional differential entropy, respectively (which can be readily calculated using Proposition V.1). The normalized spectral efficiency is then given by

$$C \approx \frac{K}{N} R = \alpha R \quad (66)$$

and it is functionally dependent on the system average $E_b/N_0$ through the relation [43]

$$\text{snr} = \frac{1}{\alpha} C \frac{E_b}{N_0} \quad (67)$$

To get a better insight into the impact of the nonlinear precoding scheme, it is useful to compare the results to the spectral efficiency of DPC with Gaussian input (specifying the ultimate performance), as well as to the spectral efficiency of linear ZF (for both Gaussian and discrete alphabet input). Another interesting comparison is to the spectral efficiency of generalized THP (GTHP), which is a popular practical nonlinear precoding alternative to the scheme considered here (see, e.g., [20]). For the sake of comparison, we further particularize, henceforth, to the case in which the entries of the channel transfer matrix $H$ are i.i.d. zero-mean circularly symmetric complex Gaussian random variables, with variance $1/N$ (“a Gaussian $H$”). Note that in this case the $R$-transform of the limiting eigenvalue distribution of the random matrix $J = (HH^\dagger)^{-1}$, and its derivative, simplifies to [24]

$$R(w) = 1 - \alpha - \sqrt{(1-\alpha)^2 - 4\alpha w} \quad (68)$$

$$R'(w) = \frac{\alpha - \sqrt{(1-\alpha)^2 - 4\alpha w}}{2\alpha w} \quad (69)$$

Starting with DPC, the limiting spectral efficiency in this setting coincides with the corresponding spectral efficiency of the dual uplink channel with uniform power distribution [43]. This follows from the limiting conclusion in [44], and by observing that the optimization problem over diagonal input covariance matrices, which specifies the maximum achievable sum rate (see [1] and references therein), is solved by a uniform power distribution [45]. The spectral efficiency of DPC is, hence, given by [43]

$$C_{\text{DPC}}(\text{snr}) = \alpha \log_2 \left( 1 + \text{snr} - \frac{1}{4} \text{snr} h(\text{snr},\alpha) \right) + \log_2 \left( 1 + \alpha \text{snr} - \frac{h(\text{snr},\alpha)}{4} \right) - \frac{\log_2 e}{4\text{snr}} h(\text{snr},\alpha) \quad (70)$$

Fig. 2. Schematic description of the equivalent single-user channel model for a ZF front-end.
is the region in the complex
the lattice point that maximizes the
for the current
and
where

(71)
is defined as in [46].

Regarding linear ZF, we restrict the discussion to the case in
which the active user population can only be controlled through
the system load \( \alpha \), as is in fact assumed for the nonlinear
precoding scheme (see also the discussion in Section VIII). In
this setting, as shown, e.g., in [47] and [48], the induced
precoding efficiency (7) (equivalent here to the inverse multiuser
efficiency) converges in the large-system limit to

\[
\zeta = \frac{1}{1 - \alpha}
\]

and again for Gaussian input the spectral efficiency coincides
with the corresponding result in [48] (see also [43], [46], [49])

\[
C_{\text{eff}}(\text{SNR}) = \alpha \log_2 \left( 1 + (1 - \alpha) \text{SNR} \right)
\]

(73)
The corresponding spectral efficiency with discrete input alphabet can be derived, e.g., following the guidelines in [50].

Considering the particular case of binary phase shift keying (BPSK) input, one obtains

\[
C_{\text{eff, BPSK}}(\text{SNR}) = \alpha - \alpha \int_{-\infty}^{\infty} \frac{(1 - \alpha) \text{SNR}}{\pi} e^{-(1 - \alpha) \text{SNR} (s - 1)^2} \log_2 \left( 1 + e^{-(1 - \alpha) \text{SNR} s} \right) ds
\]

(74)
The spectral efficiency of linear ZF precoding combined with QPSK input is obtained via the relation [50]

\[
C_{\text{eff, QPSK}}(\text{SNR}) = 2C_{\text{eff, BPSK}} \left( \frac{\text{SNR}}{2} \right)
\]

(75)
yielding (through (67))

\[
C_{\text{eff, QPSK}}(E_b/N_0) = 2C_{\text{eff, BPSK}} \left( \frac{E_b}{N_0} \right).
\]

The spectral efficiency of GTHP for the corresponding setting is derived in Appendix F.

VI. LATTICE PRECODING: AN RSB EXAMPLE

Adhering to [24], we consider in the following a particular example of a discrete relaxed alphabet set for QPSK signaling, which exhibits RSB. The original QPSK constellation alphabet is represented by the set

\[
\mathcal{A} = \{1 + j, -1 + j, -1 - j, 1 - j\}
\]

(76)
and quadratic symmetric transmissions are assumed (note that the aforementioned definition induces \( \alpha_2^2 = 2 \)). The relaxed alphabets in this particular example can be represented as points from the extended lattice

\[
\mathcal{R}_u = \frac{u}{1 + j} ((4\mathbb{Z} + 1) \times (4\mathbb{Z} + 1)), \quad \forall u \in \mathcal{A}
\]

More specifically, we take

\[
\mathcal{R}_{u+1, \pm} = \{c_1, c_2, \ldots, c_L\} \pm j \{c_1, c_2, \ldots, c_L\}
\]

(78)
where it is assumed that \(-\infty = c_0 < c_1 < \cdots < c_L < c_{L+1} = \infty\). The parameter \( L \) thus specifies the number of lattice points used in the extended alphabet in each dimension, and

we particularize here to the set \{+1, +3, +5, −7, +9, \ldots\}. The alphabet relaxation scheme is depicted in Fig. 3. Due to the complete quadrature symmetry of this setting, all QPSK constellation points and their corresponding relaxed alphabet subsets are completely equivalent, and we focus in the following, for notational convenience, on the QPSK constellation point represented by \( u = 1 + j \) and \( \mathcal{R}_{u+1, \pm} \).

The first step in the analysis is to rewrite (48)–(51) and obtain the four macroscopic parameters \{\( q_1, p_1, \lambda_1, \mu_1 \)\} for the current example. Denoting the real and imaginary parts of an arbitrary point \( s \in \mathbb{C} \) as \( s_{\text{re}} = \Re \{ s \} \) and \( s_{\text{im}} = \Im \{ s \} \), the Voronoi region of the lattice point \( x = c_m + j c_n \) is the region in the complex plane for which

\[
s_{\text{re}} \in (c_m, c_{m+1}), \quad s_{\text{im}} \in (c_n, c_{n+1})
\]

(79)
where the boundaries of the Voronoi regions are \{\( y_k = (c_j + c_{j-1})/2 \)\}. Now considering (41), recall that for any given \( y, z \in \mathbb{C} \) the lattice point that maximizes the exponent therein is given by \( \arg\max_{\mathcal{A}} \{f_{\text{ex}} + y_m y - \epsilon_1 x\} \). This implies that a lattice point \( x = c_m + j c_n \) is the solution to the aforementioned minimization problem whenever

\[
y_{\text{re}} \in (c_m, c_{m+1}), \quad y_{\text{im}} \in (c_n, c_{n+1})
\]

where we introduced the function

\[
\psi_{\text{b}}(\xi) = \frac{\xi^{1+\zeta} - f_{\text{b}}}{f_{\text{b}}}
\]

with real-valued argument \( \xi \).

Applying this observation to (48)–(51), and exploiting the quadrature symmetry property, the derivation simplifies considerably by noticing that the inner integrals therein can be represented as sums of separate integrals over the regions specified by (80). Accordingly, consider the two real argument functions

\[
\Theta_{\text{b}}(\xi) = \int_{\psi_{\text{b}}(\xi) - \mu_1 g c_k}^{\psi_{\text{b}}(\xi) + \mu_1 g c_k} D_x
\]

(82)

\[
\Psi_{\text{b}}(\xi) = \frac{1}{2\pi} e^{(\psi_{\text{b}}(\xi) - \mu_1 g c_k) c_k + 2 f_{\text{b}} \xi} \int_{\psi_{\text{b}}(\xi) - \mu_1 g c_k}^{\psi_{\text{b}}(\xi) + \mu_1 g c_k} e^{(\psi_{\text{b}}(\xi) - \mu_1 g c_k) c_k + 2 f_{\text{b}} \xi} \]

(83)
with \( \int_{R}^{b} H(x) \, \frac{1}{\sqrt{x}} \, dx \). Then, following some tedious algebra, it can be shown from (48)-(51) that the parameters \( \{q_i, p_1, c_1, \mu_1\} \) are the solutions to the coupled equations

\[
q_1 = 2 \int \sum_{m=1}^{L} \frac{c_m}{\lambda_p} \Theta_m(\xi) \, d\xi - p_1
\]

\[
p_1 = \frac{2}{\beta} \mu_1 \int \sum_{m=1}^{L} \frac{c_m}{\lambda_p} \Theta_m(\xi) \, d\xi - \frac{\chi_0}{\mu_1}
\]

\[
\chi_1 = \frac{2}{\beta} \mu_1 \int \sum_{m=1}^{L} \frac{c_m}{\lambda_p} \psi_m(\xi) \, d\xi
\]

and

\[
\mu_1 = \left[ 2\mu_1(\chi_1 + \mu_1 p_1) R_p(\chi_1 - \mu_1 p_1) \right]^{-1} \times 
\]

\[
\left[ 2 \int \log \sum_{m=1}^{L} \Theta_m(\xi) \, d\xi - \int \frac{R(\xi)}{\chi_1} \, d\xi + 2\mu_1(\chi_1 + \mu_1 p_1) R_p(\chi_1 - \mu_1 p_1) \right]
\]

The corresponding energy penalty is obtained by plugging the four solutions into (52). Applying the same approach to Proposition IV.2, the limiting conditional probability of the precoder output being \( x = c_m + j c_n \in B_{m+n} \) is given by

\[
\Pr \left\{ x = c_m + j c_n \in B_{m+n} \right\} = 
\]

\[
= \frac{\Theta_m(\xi)}{\sum_{m=1}^{L} \Theta_m(\xi)} \int \frac{\Theta_m(\xi)}{\sum_{m=1}^{L} \Theta_m(\xi)} \, d\xi \times 
\]

\[
\Pr \{ \Im \{ x \} = c_n \} \times \Pr \{ \Re \{ x \} = c_m \}
\]

The limiting conditional probabilities that correspond to the rest of the QPSK constellation points are readily obtained from (88) by symmetry considerations. Note also that (88) implies that the real part and the imaginary part of the precoder output \( x \) behave as independent random variables.

Numerical results for the limiting energy penalty of the discrete lattice relaxation scheme are plotted in Fig. 4. The figure shows the limiting energy penalty (in dB) as a function of the system load \( \alpha \), for the particular case of a Gaussian \( H \) and a ZF front-end. Since \( \sigma_n^2 = 2 \), the corresponding precoding efficiency (7) can be immediately obtained by subtracting 3 dB from the energy penalty shown in the figure. The results in Fig. 4 correspond to alphabet relaxations with \( L = 2 \) and \( L = 3 \). Note that the two curves are essentially indistinguishable and the energy penalty with \( L = 2 \) becomes only negligibly larger as \( \alpha \) gets close to unity. This implies that increasing \( L \) beyond 2 in this setting provides diminishing returns. Empirical energy penalties obtained through Monte Carlo simulations are also included in the figure. The results are for systems in which the number of users is fixed to \( K = 8, \ K = 16, \) and \( K = 32 \) (averaged over \( 10^{4}, \ 10^{3}, \) and \( 10^{2} \) channel realizations, respectively). The energy penalty is shown to decrease with the system size, and the simulation results exhibit a good match to the limiting energy penalty predicted by the 1RSB replica analysis. The lower bound for the limiting energy penalty obtained in [21] is also plotted in this figure which, with appropriate scaling to match the current setting, is given by

\[
\delta_{LB} = \frac{16}{\pi} (1 - \alpha)^{\frac{1}{2} - 1}
\]

Fig. 4 shows that the 1RSB prediction approaches the lower bound as the load approaches unity. Note, however, that the 1RSB result stays strictly higher than the lower bound. In fact, a careful numerical examination of the limiting 1RSB energy penalty at \( \alpha = 1 \) shows that it hits the value of 7.0744 dB for \( L \geq 4 \), while the lower bound in this case is \( \delta_{LB} \approx 7.0097 \) dB.

The numerical analysis of the limiting energy penalty is considerably simplified in this region of \( \alpha \) by the (numerical) observation that the macroscopic parameter \( \chi_1 \) approaches 0 as \( \alpha \rightarrow 1 \) (although it stays strictly positive). The small \( \chi_1 \) approximation of the equations employed to calculate the limiting 1RSB energy penalty is shortly discussed in Appendix D. The 1RSB phenomena is demonstrated by considering the limiting energy penalty obtained via the RS approximation, as stated by Proposition IV.3 (the explicit expression for the current example is given in [24, Eq. (26)]). As shown in Fig. 4, the RS approximation fails to predict the limiting energy penalty for \( \alpha > 0.3 \), and in fact it even violates the lower bound (89) for \( \alpha > 0.55 \).

The better accuracy of 1RSB is also visible looking at the zero-temperature entropy. We can analytically evaluate Proposition IV.5 in the case of a Gaussian \( H \), which becomes

\[
\mathcal{Y} = \frac{1 - \alpha - \sqrt{(1 - \alpha)^2 + 4\alpha \chi}}{2\alpha} + \frac{1 - \alpha}{\alpha} \log \left( \frac{1 - \alpha + \sqrt{(1 - \alpha)^2 + 4\alpha \chi}}{2(1 - \alpha)} \right)
\]

The entropies for both the RS and 1RSB approximations for a relaxation level \( L = 2 \) are shown in Fig. 5. Although the 1RSB solution of the aforementioned model also has negative zero-
temperature entropy, it is much closer to zero, corresponding to a much weaker instability, and approaches zero as $\alpha \rightarrow 1$. In contrast, the RS entropy drifts away from zero as $\alpha \rightarrow 1$.

The energy penalties for lattice precoding considered here are for a ZF front-end. In [9], lattice precoding with a regularized front-end was considered by simulative means. There a precoding efficiency of approximately 4 dB was found for a system with unit load and four to ten antennas. By (7), this translates into an energy-penalty of approximately 7 dB for QPSK which is in close agreement with the results of Fig. 4.

The limiting conditional probabilities of (88) are plotted in Fig. 6, as well as the empirical conditional probabilities, based on the Monte Carlo simulations employed to produce the energy penalties in Fig. 4. The results correspond to a relaxation level of $L = 2$, and focus on the real part of the extended alphabet points, given that the real part of the original QPSK constellation point satisfies $\Re\{u\} \equiv 1$ (recall the decoupling of the real and imaginary parts implied by (88)). The simulation results exhibit again a good match to the limiting analytical 1RSB prediction. It is also clearly demonstrated that when the system load $\alpha$ is low, hardly any relaxation is required, while the probability of using symbols from the extended alphabet set increases as $\alpha$ approaches unity.

VII. CONVEX PRECODING: AN RS EXAMPLE

This section is devoted to another alphabet relaxation scheme, also introduced in [24] for QPSK signaling. The energy penalty of this scheme was derived in [24]. In this section, we will extend the analysis to the limiting conditional distribution of the precoder output. This will allow us to calculate the input-output mutual information of this scheme in Section VIII and to compare it with lattice-based vector precoding in terms of spectral efficiency, a more accurate performance measure than energy penalty.

The key feature of this relaxation scheme is that the extended alphabet set is continuous and convex, allowing for an efficient solution to the corresponding quadratic programming problem of minimizing the energy penalty. Convex optimization problems are generally believed not to exhibit RSB [51]. In certain special cases, this has been shown explicitly [52]. Furthermore, as will be demonstrated in the sequel, the replica symmetric solution for this alphabet relaxation scheme agrees well with numerical simulations and thus considerably simplifies the analysis of the limiting regime.

Denoting

$$\mathcal{A}_{+j} = \{z \in \mathbb{C} : \Re\{z\} \geq 1, \Im\{z\} \geq 1\}$$

the relaxed alphabet subsets are defined by

$$\mathcal{B}_u = \frac{u}{1+j} \mathcal{A}_{+j}, \quad u \in \{1+j, -1+j, -1-j, 1-j\}$$

The alphabet relaxation scheme is depicted in Fig. 7, and it is referred to, henceforth, as convex relaxation for QPSK (CR-QPSK).

The RS approximation for the limiting energy penalty with the CR-QPSK relaxation scheme is obtained through Proposition IV.3, and it is given by the solution to the following fixed-point equation [24], Eq. (30):

$$Q \left( \sqrt{\frac{2}{\alpha e^2}} \right) = 2 + \frac{\sqrt{\frac{2}{\pi}} e^{-\frac{1}{\alpha e^2}}}{\frac{1}{2}}$$

with $Q(x) = \int_{x/\sqrt{\pi}}^{\infty} dy$. Note that (93) yields finite energy penalties for all loads $0 \leq \alpha < 2$. Although loads greater than unity imply that the matrix $HH^T$ in (59) is singular, this does not affect the performance of the scheme.
not lead to interference at the receivers in the large-system limit, as shown rigorously in [42].

Numerical results for the limiting energy penalty of CR-QPSK are plotted in Fig. 8. Empirical results based on Monte Carlo simulations are provided as well. These results were obtained by fixing the number of users to $K = 32$, and averaging over 1000 channel realizations. The results exhibit an excellent match to the limiting RS analytical results, thus supporting the validity of the RS approximation. The corresponding results for the discrete lattice-based alphabet relaxation scheme in Section VI are also provided for the sake of comparison, and it is clearly observed that in terms of the limiting energy penalty, the discrete scheme is superior to the CR-QPSK scheme for all $\alpha \in (0, 1]$. The limiting energy penalty difference approaches its maximum value of 2.41 dB at $\alpha = 1$. As will be shown in Section VIII, however, the comparison becomes more subtle when spectral efficiency is investigated.

The RS approximation of the limiting conditional distribution of the precoder outputs is obtained using Proposition IV.4. The idea here is to start from a discretized version of the continuous CR-QPSK relaxed alphabet set, and obtain the limiting conditional distribution of each relaxed alphabet point using (57). The final step is then to take the limit as the areas of the Voronoi cells corresponding to each such point vanish. Using this approach, while restricting the discussion to a Gaussian $H$ and focusing on the QPSK constellation point $u = 1+j$, one gets the corresponding conditional pdf

$$f_{X|u}(x|u = 1 + j) = Q_1 \delta(x_{re} - 1) \delta(x_{im} - 1)$$

$$+ Q_1 \frac{1}{\sqrt{\pi \delta}} e^{-\frac{x_{re}^2}{\delta}} \delta(x_{re} - 1) \mathcal{U}(x_{im} - 1)$$

$$+ \frac{1}{\sqrt{\pi \delta}} e^{-\frac{x_{im}^2}{\delta}} \delta(x_{im} - 1) \mathcal{U}(x_{re} - 1)$$

(94)

with $x_{re}, x_{im} \in \mathbb{R}$, where we decompose the complex argument as $x \triangleq x_{re} + jx_{im}$, $\mathcal{U}(x)$ denotes the unit step function, and $Q_1$ denotes the limiting energy penalty of the CR-QPSK scheme obtained from (93), and the constant $Q_1$ is defined as

$$Q_1 \triangleq Q\left(-\sqrt{\frac{2}{\delta}} \frac{1}{|\sigma_{\text{qpsk}}|}\right)$$

(95)

The conditional pdf given the rest of the QPSK constellation points (i.e., $u \in \{-1+j,-1-j,1-j,1+j\}$) is obtained in an analogous manner, while considering the full symmetry of the extended constellation.

Returning to (94), note that this pdf contains masses on the boundaries of $B_{1+j}$, and in particular a mass point at the original QPSK constellation point (i.e., $x = 1 + j$). Plots that demonstrate this behavior of the pdf as a function of $\alpha$ are provided in Fig. 9. The upper left plot shows the weight of the mass point at $x = 1 + j$, as a function of $\alpha$ (corresponding to $Q_1^2$). The lower left plot shows the pdf mass on the lower boundary of the extended alphabet subset $B_{1+j}$ (i.e., when the imaginary part of the precoder’s output is fixed to $x_{im} = j$). The plots on the right show the pdf on the interior of $B_{1+j}$ for $\alpha = 0.1$ (upper right) and $\alpha = 0.9$ (lower right). The increase in the probability of using extended alphabet points as the system load increases is clearly demonstrated in the figure.

Additional numerical results comparing the analytical RS approximation for the pdf to empirical simulation results are shown in the upper left plot of Figs. 9 and 10. The upper left plot of Fig. 9 compares the probability mass at $x = 1 + j$ to corresponding simulation results for $K = 32$ (averaged over 1000 channel realizations). The corresponding comparison for
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and apply Proposition V.1 to obtain the spectral efficiencies of the discrete lattice-based alphabet relaxation scheme and of CR-QPSK.

Starting with the discrete scheme, the spectral efficiency is obtained by incorporating (52) and (88) into (62)–(66). The observation made in Section VI regarding the independence of the real and imaginary parts of the precoder's output leads to the following conclusion. The achievable rate in (65) for QPSK input can be obtained by treating QPSK signaling as two independent corresponding BPSK signaling settings. Accordingly, the conditional precoder output probabilities, given a real BPSK input of \( u = 1 \), are given by (cf., (88))

\[
I_{X[u]=1}^{\text{QPSK}}(c_k) \triangleq \int_{\mathbb{R}} \frac{\Theta_k(\xi)}{\sum_{m=1}^{L} \Theta_m(\xi)} d\xi
\]

where we set \( \mathcal{P}_1 = \{c_k\}_{k=1}^{L} \), and the conditional probabilities given \( u = -1 \) can be immediately obtained from symmetry considerations. It is then straightforward to show that the corresponding spectral efficiency is given by

\[
C^\text{QPSK}(\rho) = \alpha \left[ 1 - \int_{\mathbb{R}} \sum_{k=1}^{L} I_{X[u]=1}^{\text{QPSK}}(c_k) \sqrt{\frac{P}{\pi} e^{-\rho(\xi-\alpha)^2}} \times \right.
\]

\[
\log_2 \left( 1 + \sum_{k=1}^{L} I_{X[u]=1}^{\text{QPSK}}(c_k) e^{-\rho(\xi+c_k)^2} \right) d\xi \left. \right] \quad (97)
\]

The spectral efficiency with QPSK input is then obtained through the relation \( C^\text{QPSK}(E_b/N_0) = 2C^\text{BPSK}(E_b/N_0) \), while substituting

\[
\rho = \frac{C_{E_b}^2}{\alpha^2} \quad (98)
\]

Turning to the CR-QPSK scheme and applying Proposition V.1, it can be shown that the conditional pdf of the equivalent single-user channel output \( y \), given an input \( u \), is equal to

\[
f_{y|x}^{\text{QPSK}}(y|x_u = \pm 1 + j) = \frac{P}{\pi} \sqrt{ \frac{Q_2(\pm \delta y) - 1 + \rho \sigma_{\text{QPSK}}}{\rho \sigma_{\text{QPSK}}} } \times \left[ \begin{array}{l} Q_2\left( \delta y \right) \frac{2 \alpha^2 \rho \sigma_{\text{QPSK}}}{\rho \sigma_{\text{QPSK}}} \left( 1 - \xi_0 e^{\alpha^2} \right) \left( 1 - \xi_0 e^{-\alpha^2} \right) \right. \\ \left. + Q_2\left( (\xi_0 e^{\alpha^2})^2 \right) \frac{2 \alpha^2 \rho \sigma_{\text{QPSK}}}{\rho \sigma_{\text{QPSK}}} \left( \xi_0 e^{\alpha^2} \right) \left( \xi_0 e^{-\alpha^2} \right) \right] \times \right. \\
\left. \left[ \begin{array}{l} Q_2\left( \delta y \right) \frac{2 \alpha^2 \rho \sigma_{\text{QPSK}}}{\rho \sigma_{\text{QPSK}}} \left( 1 - \xi_0 e^{\alpha^2} \right) \left( 1 - \xi_0 e^{-\alpha^2} \right) \right. \\ \left. + Q_2\left( (\xi_0 e^{\alpha^2})^2 \right) \frac{2 \alpha^2 \rho \sigma_{\text{QPSK}}}{\rho \sigma_{\text{QPSK}}} \left( \xi_0 e^{\alpha^2} \right) \left( \xi_0 e^{-\alpha^2} \right) \right] \right] \quad (99)
\]

where we decomposed the complex argument as \( y \triangleq y_{\text{re}} + jy_{\text{im}} \), and the function \( Q_2(\xi) \) is defined as

\[
Q_{2}(\xi) \triangleq Q \left( \sqrt{\frac{2}{\delta^2 \rho \sigma_{\text{QPSK}}}} \left( \xi - 1 \right) + 1 \right) \quad (100)
\]

\(^7\)In the following notation, the \( \pm \) signs are designated with adherence to the corresponding signs of the real and imaginary parts of \( u \). For example, for \( u = 1 + j \) one should substitute \( Q_{2}(y_{\text{re}}), e^{-(\xi_0 e^{-\alpha^2})^2 \rho}, Q_{2}(y_{\text{im}}), \) and \( e^{-(\xi_0 e^{\alpha^2})^2 \rho} \) in the corresponding terms in (99).
for real argument $\xi$. The marginal distribution of the equivalent single-user channel output $y$ is given by

$$
\gamma_{y_{\text{CR-QPSK}}} = \frac{\rho}{4\pi} \times \left[ \frac{Q_2(\frac{\rho}{\sqrt{1+\rho^2}})}{\sqrt{1+\rho^2}} \cdot e^{-\frac{\rho^2}{2(1+\rho^2)}} + Q_1 \left( e^{-\frac{(\rho-1)^2}{2}} + e^{-\frac{(\rho+1)^2}{2}} \right) \right] \times (101)
$$

Finally, following (66) and accounting for the inherent symmetry in (99) and (101), the spectral efficiency of the CR-QPSK scheme is given by

$$
C_{\text{CR-QPSK}}(\rho) = 2\pi \times \left[ \frac{Q_2(s) e^{-\frac{s^2}{2(1+\rho^2)}}}{\sqrt{1+\rho^2}} + Q_1 e^{-\frac{(s-1)^2}{2}} \right] \times \log_2 \left( 1 + \frac{Q_2(s) e^{-\frac{s^2}{2(1+\rho^2)}}}{\sqrt{1+\rho^2}} + Q_1 e^{-\frac{(s-1)^2}{2}} \right) \times (102)
$$

Comparative numerical spectral efficiency results are plotted in Fig. 11. The figure shows the spectral efficiencies of the discrete extended alphabet relaxation scheme (while taking $L = 2$), and of the CR-QPSK scheme, as well as the spectral efficiency of linear ZF precoding for Gaussian and QPSK input (see (73) and (75), respectively), and the spectral efficiency of GTHP with QPSK input (following (261) and (262)). The spectral efficiencies were evaluated for the optimum choice of the system load $\alpha$. The optimum load is a function of $E_b/N_0$ and shown in Fig. 12. In Fig. 11, the DPC spectral efficiency (70) is also provided for comparison, evaluated both for $\alpha = 1$ and for $\alpha \rightarrow \infty$ (specifying the ultimate performance). The optimization with respect to $\alpha$ emphasizes its role as a crucial system design parameter, facilitating the proper working point for each transmission scheme, per each $E_b/N_0$. It also naturally translates to a practical scheduling scheme, specifying the desired number of simultaneously active scheduled users per transmit antenna (see, e.g., [45]).

The results indicate that nonlinear precoding can provide significant performance enhancement for medium to high $E_b/N_0$ values. The discrete lattice-based relaxation scheme is shown to outperform linear ZF with QPSK input for $E_b/N_0 > 3.43$ dB. The beneficial effect of the lattice relaxation scheme becomes more pronounced, the more the spectral efficiency approaches the upper limit of 2 bits/sec/Hz per transmit antenna. For example, a spectral efficiency of 1.75 bits/sec/Hz can be obtained with lattice relaxation already at $E_b/N_0 \approx 7.66$ dB, whereas linear ZF requires additional 7.26 dB for the same spectral efficiency. In fact, the QPSK-based lattice precoding scheme is shown to marginally outperform linear ZF with Gaussian input for $4.19$ dB $< E_b/N_0 < 7.26$ dB. The lattice relaxation scheme also outperforms GTHP for all $E_b/N_0$ values, becoming more effective for medium to high $E_b/N_0$ (for example, GTHP needs 2.93 dB more energy per bit to achieve 1.75 bits/sec/Hz). The gap from the DPC upper bound is, however, still essentially retained (4.49 dB at 1.75 bits/sec/Hz, considering DPC with $\alpha = 1$, to make a fairer comparison).

As for the CR-QPSK scheme, Fig. 11 shows that it also provides a considerable performance enhancement over linear ZF with QPSK input. It is outperformed by the lattice relaxation scheme for $4.38$ dB $< E_b/N_0 < 9.40$ dB. It performs better at

$^8$Note that in general the modulo-receiver employed by GTHP induces poor performance in the low spectral efficiency region (see Appendix F).
low values of $E_b/N_0$, and in fact it even negligibly outperforms linear ZF with Gaussian input in the low $E_b/N_0$ region. Moreover, unlike the discrete scheme, CR-QPSK outperforms linear ZF precoding (with QPSK input) for all $E_b/N_0$ values. Furthermore, it outperforms lattice relaxation in the high $E_b/N_0$ region, since it allows for loads up to $\alpha < 2$, and therefore, its spectral efficiency is no longer upper bounded by 2 bits/sec/Hz, but rather by 4 bits/sec/Hz per transmit antenna. Though, the convergence to the limiting spectral efficiency of 4 bits/s/Hz at high $E_b/N_0$ is rather slow. CR-QPSK also outperforms GTHP for all $E_b/N_0$ values, but the advantage is more significant for high $E_b/N_0$, where overloading is employed. These results are of particular interest since the CR-QPSK scheme lends itself to efficient implementation, whereas the discrete relaxation scheme involves the solution of an NP-hard optimization problem. It is also important to note that, as shown in Fig. 8, the CR-QPSK scheme is always inferior to the lattice relaxation scheme in terms of the limiting energy penalty. Hence, in view of the observations made here, one can conclude that restricting the analysis to the energy penalty alone provides only limited insight into the behavior of large coded systems, as it essentially focuses only on the transmitter, while ignoring the impact of the nonlinear precoding scheme on the receiver.

IX. CONCLUDING REMARKS

The RSB ansatz of statistical physics was employed in this paper to investigate the large-system limit behavior of nonlinear precoding for the MIMO GBC based on linear ZF and alphabet relaxation. For lattice relaxations, the replica symmetric ansatz was shown to yield misleading results for system loads greater than approximately 0.3 while the one-step RSB ansatz provides sensible results for any load. For exact results, however, multiple-step RSB must be considered.

Introducing a nonlinear superchannel comprising the actual channel and the precoder allows for a Markov chain description of an individual user’s channel. This enables the calculation of mutual information and spectral efficiency in the large-system limit. While convex QPSK relaxations are significantly outperformed by lattice relaxations in terms of energy penalty, they are very competitive when combined with strong error-correction coding as shown by the spectral efficiency analysis. Except for medium SNRs, they are superior to lattice relaxations. Both schemes were shown to outperform THP with QPSK input for all SNRs.

The combination of polynomial complexity and high spectral efficiency makes convex alphabet relaxation schemes, as introduced in [24], a promising alternative to the NP-hard lattice relaxations due to their polynomial complexity, and to THP due to their superior performance. The results motivate the search for convex schemes amenable to efficient implementation. Additional examples for extended alphabets are currently investigated; see [25] for preliminary results. Note, however, that the problem of finding the optimum precoding scheme that maximizes the spectral efficiency in this framework is not at all trivial, as the corresponding equivalent channel statistics depend, in this setting, on the choice of input distribution and extended alphabet sets.

APPENDIX A

HIGHER RSB ORDERS

The $r$-step RSB ansatz reads

$$Q = q_r I_{n \times n} + \sum_{i=1}^{r} p_r^{(i)} \frac{1}{\mu_r^{(i)}} \times \frac{1}{\mu_r^{(i)}} \otimes \frac{1}{\mu_r^{(i)}} \frac{1}{\mu_r^{(i)}} + \frac{r}{\beta} I_{n \times n}$$

using the constants $\{q_r, p_r^{(1)}, \ldots, p_r^{(r), \mu_r^{(1)}, \ldots, \mu_r^{(r)}}\}$. The limit as $r \to \infty$ is called full RSB and gives the exact solution to the problem [37]. The particular temperature-dependent scaling of some parts of $Q$ is used to evaluate the free energy at zero temperature without getting divergent terms. If a finite temperature is of interest, a different scaling may be considered. Plugging (103) into (34), while exploiting the particular structure of $Q$, we find the following proposition.

Proposition A.1: For any temperature, the energy for $r$-step RSB is

$$\delta(\beta) = \left( \frac{\chi_r}{\beta} - \chi_r \right) R(-\chi_r) - q_r \left( \chi_r + \sum_{i=1}^{r} \mu_r^{(i)} p_r^{(i)} \right) R'(-\chi_r - \sum_{i=1}^{r} \mu_r^{(i)} p_r^{(i)}) + \left( q_r + \chi_r + \sum_{i=1}^{r} \mu_r^{(i)} p_r^{(i)} \right) R\left( -\chi_r - \sum_{i=1}^{r} \mu_r^{(i)} p_r^{(i)} \right) + \sum_{j=2}^{r} \left( \frac{1}{\mu_r^{(j-1)}} - \frac{1}{\mu_r^{(j)}} \right) \left( \chi_r + \sum_{i=j}^{r} \mu_r^{(i)} p_r^{(i)} \right) \times R\left( -\chi_r - \sum_{i=j}^{r} \mu_r^{(i)} p_r^{(i)} \right)$$

where $R'(\cdot)$ denotes the derivative of the function $R(\cdot)$.

In order to proceed to full RSB, the limit $r \to \infty$ must be taken. Naively, one might think this would make the sums in (104) diverge. However, the macroscopic parameters are determined by the saddle point equations, which guarantee that the sums stay finite through decreasing the macroscopic parameters. Thus, we introduce a continuum of macroscopic parameters $\mu(x)$ and $p(x)$, taken over $0 \leq x \leq 1$, such that

$$q = q_r$$

$$\chi = \chi_r$$

$$p(i/r) = p_r^{(i)}$$

$$\mu(i/r) = \mu_r^{(i)}$$

$$p(0) = q_r$$

$$\mu(0) = 1$$

and the function

$$\mathcal{G}(x) \Delta = \chi - \int x \mu(y)p(y)dy$$
Accordingly, we find for the energy in the limit $r \to \infty$

$$\mathcal{E}(\beta) = q \mathcal{G}(0) R'[\mathcal{G}(0)] + \left[ q - \frac{\mathcal{G}(0)}{\mu(0)} \right] R[\mathcal{G}(0)]$$
$$+ \int_0^1 \frac{d(\mathcal{G}(x) R[\mathcal{G}(x)])}{\mu(x)} + \left( \frac{\mathcal{G}(1)}{\mu(1)} + \frac{x}{\beta} \right) R[\mathcal{G}(1)]$$

Using integration by parts, (112) simplifies to

$$\mathcal{E}(\beta) = \left. \mathcal{G}(x) R[\mathcal{G}(x)] \right|_{x=0}^{x=1} + \frac{x}{\beta} R[\mathcal{G}(1)]$$
$$+ \int_0^1 \frac{d[\mathcal{G}(x) H[\mathcal{G}(x)]]}{\mu(x)}$$

The functions $\mathcal{G}(x)$ and $\mu(x)$ must be determined by the respective saddle point equations.

**APPENDIX B**

**PROOFS FOR 1RSB**

### A. Proposition IV.1

The joint distribution of the entries of the vector $\mathbf{x}$, conditioned on both the input vector $\mathbf{u}$ and the channel transfer matrix $\mathbf{H}$, is given for a nonzero temperature by the Boltzmann distribution

$$\mathcal{P}_B(\mathbf{x}; \mathbf{H}, \mathbf{u}) = \frac{1}{Z} e^{-\beta \mathbf{H}^\dagger \mathbf{Jx}}$$

where $\mathcal{Z}$ is the partition function defined in (11). Taking the limit $\beta \to \infty$ (zero temperature), the denominator in (114) is dominated by its maximum value term, and the limiting joint distribution of the entries of $\mathbf{x}$, conditioned on all inputs, converges to the Dirac measure at $\arg\min_{\mathbf{x}} \mathcal{G}(\mathbf{x}) \mathbf{H}^\dagger \mathbf{Jx}$, corresponding to the minimum normalized energy penalty, as given by Proposition IV.1.

To prove Proposition IV.1, we will need to evaluate the free energy averaged over all realizations of $\mathbf{u}$ and $\mathbf{H}$. For future convenience, we also include the dummy variable $h$ and the function $\mathcal{V}(\cdot)$ defined in (23) and rewrite the free energy as

$$-\beta \mathcal{F}(\beta) = \lim_{K \to \infty} \frac{1}{K} \mathcal{E}_{\mathbf{u}, \mathbf{H}} \{ \log \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \}$$
$$= \lim_{K \to \infty} \sum_{\mathbf{u} \in \mathcal{X}^K} \mathcal{P}_B(\mathbf{u}) \left[ \frac{1}{K} \mathcal{E}_{\mathbf{H}} \{ \log \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \} \right]$$

where $\mathcal{Z}(h; \mathbf{u}, \mathbf{H})$ is given by (24). The second equality is a manifestation of the underlying assumption that the coded symbols of all users are drawn randomly and independently of the channel transfer matrix $\mathbf{H}$. In view of this formulation, we consider now the limit of the term in the parentheses above

$$\lim_{K \to \infty} \frac{1}{K} \mathcal{E}_{\mathbf{H}} \{ \log \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \}$$

As shown later on, this inner limit is a deterministic quantity, for almost every realization of the input vector $\mathbf{u}$. It will hence be concluded that in fact

$$\mathcal{E}(\beta) = -\beta \mathcal{F}(\beta) = \lim_{K \to \infty} \frac{1}{K} \mathcal{E}_{\mathbf{H}} \{ \log \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \}$$

As indicated earlier, the key tool in the derivation of the aforementioned quantity is the replica method of statistical physics, using the identity

$$\mathcal{E}_{\mathbf{H}} \{ \log \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \} = \lim_{n \to 0} \frac{1}{n} \log \mathcal{E}_{\mathbf{H}} \{ \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \}$$

and following the outline in Section III. With that in mind, the quantity $\mathcal{Z}(h; \mathbf{u}, \mathbf{H})^n$ is regarded as consisting of $n$ identical replicas of the original (unnormalized) probability model in the following way [28]:

$$\mathcal{Z}(h; \mathbf{u}, \mathbf{H})^n = \left( \sum_{\mathcal{X}^n} e^{-\beta V(h, \xi_1, \xi_n; \mathbf{u})} e^{-\beta \mathbf{J}^\dagger \mathbf{Jx}} \right)^n$$
$$= \sum_{\mathcal{X}^n} e^{-\beta \sum_{a=1}^n V(h, \xi_a, \mathbf{x}_a, \mathbf{a}_a) - \beta \mathbf{J}^\dagger \mathbf{Jx}}$$

Interchanging the limits of $K \to \infty$ and $n \to 0$, the focus is first on the derivation of the limit

$$\Xi_n \triangleq \lim_{K \to \infty} \frac{1}{K} \log \mathcal{E}_{\mathbf{H}} \{ \mathcal{Z}(h; \mathbf{u}, \mathbf{H}) \}$$

$$= \lim_{K \to \infty} \frac{1}{K} \log \sum_{\mathcal{X}^n} e^{-\beta \sum_{a=1}^n V(h, \xi_a, \mathbf{x}_a, \mathbf{a}_a)}$$
$$\times e^{-\text{Tr}(\beta \mathbf{J}^\dagger \mathbf{Jx})}$$

Since the first exponential term within the expectation is independent of the channel transfer matrix $\mathbf{H}$, $\Xi_n$ can be rewritten as

$$\Xi_n = \lim_{K \to \infty} \frac{1}{K} \log \sum_{\mathcal{X}^n} e^{-\beta \sum_{a=1}^n V(h, \xi_a, \mathbf{x}_a, \mathbf{a}_a)}$$
$$\times e^{-\text{Tr}(\beta \mathbf{J}^\dagger \mathbf{Jx})}$$

The inner expectation in (121) is the Harish-Chandra-Itzykson-Zuber integral (see [24] and references therein), and the objective here is its evaluation for fixed-rank matrices $\sum_{a=1}^n \mathbf{x}_a \mathbf{x}_a^\dagger$, in the large $K$ limit. This problem has been recently considered in [53], and invoking Theorem 1.7 therein, (121) can be represented for large $K$ as

$$\Xi_n = \lim_{K \to \infty} \frac{1}{K} \log \sum_{\mathcal{X}^n} e^{-\beta \sum_{a=1}^n V(h, \xi_a, \mathbf{x}_a, \mathbf{a}_a)}$$
$$\times e^{-K \sum_{a=1}^n \int_0^1 R(-\omega) \, d\omega + o(K)}$$

where $\mathcal{O}(K)$ is used here to denote quantities which, when divided by $K$, vanish as $K \to \infty$. 

\[9\]
where \( R(w) \) is the \( R \)-transform of the limiting eigenvalue distribution of the matrix \( J \), and \( \{\lambda_{a}\} \) denote the eigenvalues of the \( n \times n \) matrix \( \beta Q \) with \( Q \) defined through\(^{10}\)

\[
Q_{ab} = \frac{1}{K} x_{n}^{+} x_{b} \triangleq \frac{1}{K} \sum_{k=1}^{K} x_{ak}^{*} x_{bk} \quad (123)
\]

Since additive exponential terms of order \( o(K) \) have no effect on the results in the limiting regime as \( K \to \infty \), due to the \( \frac{1}{K} \) factor outside the logarithm in (122) (this shall become clear in the derivation to follow), any such terms are dropped, henceforth, for notational simplicity.

In order to calculate the summation in (122), the procedure employed in [24] is repeated here, and the \( Kn \)-dimensional space spanned by the replicas is split into subshells by means of (33). Assuming \( Q^{\dagger} = Q \), \( \Xi_{n} \) can be represented as

\[
\Xi_{n} = \lim_{K \to \infty} \frac{1}{K} \log \int e^{K L e^{KI(Q)}} e^{-K \tilde{G}(Q)} \mathcal{D} Q \quad (124)
\]

where

\[
\mathcal{D} Q = \prod_{a=1}^{n} dQ_{aa} \prod_{b=a+1}^{n} dR(Q_{ab}) d\Im(Q_{ab}) \quad (125)
\]

is the integration measure,

\[
\tilde{G}(Q) = \sum_{a=1}^{n} \int_{0}^{\beta} R(-w) \, dw \quad (126)
\]

\[
= \sum_{a=1}^{n} \int_{0}^{\beta} \lambda_{a}(Q) R(-w \lambda_{a}(Q)) \, dw \quad (127)
\]

\[
= \int_{0}^{\beta} \Tr[J R(-wJ)] \, dw \quad (128)
\]

since the trace is the sum of the eigenvalues,

\[
L = -\frac{\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a}) \quad (129)
\]

with \( V(\cdot) \) being defined in (23), and

\[
e^{KI(Q)} = \prod_{a=1}^{n} \prod_{\{a_{a}\}} \delta(x_{a}^{+} a_{a} - KQ_{aa})
\times \prod_{b=a+1}^{n} \delta((Q[x_{a}^{+} x_{b} - KQ_{ab}]) \delta(\Im(x_{a}^{+} x_{b} - KQ_{ab})) \quad (130)
\]

is the probability weight of the subshell.

Starting with \( e^{KI(Q)} e^{KL} \), we follow [24] and represent the Dirac measures using the inverse Laplace transform. This is performed by introducing the complex variables \( \{\hat{Q}_{ab}^{(I)}\} \), \( 1 \leq a \leq b \leq n \), and defining the matrix \( \hat{Q} \) with elements (taking \( a < b \))

\[
\hat{Q}_{aa} = \hat{Q}_{aa}^{(I)} \quad (131)
\]

\[
\hat{Q}_{ab} = \frac{1}{2} \left( \hat{Q}_{ab}^{(I)} - j \hat{Q}_{ab}^{(Q)} \right) \quad (132)
\]

\[
\hat{Q}_{ba} = \frac{1}{2} \left( \hat{Q}_{ab}^{(I)} + j \hat{Q}_{ab}^{(Q)} \right) \quad (133)
\]

Denoting by \( P \) the Hermitian matrix with elements \( P_{ab} = x_{a}^{+} x_{b} - KQ_{ab} \), this yields

\[
\delta(P_{aa}) = \int_{\mathcal{J}} e^{\hat{Q}_{ab}^{(I)} P_{ab} + \frac{\hat{Q}_{ab}^{(Q)}}{2\pi i}} \quad (134)
\]

\[
\delta(R\{P_{ab}\}) = e^{-\hat{Q}_{ab}^{(Q)} \Im\{P_{ab}\}} \frac{d\hat{Q}_{ab}^{(I)} \, d\hat{Q}_{ab}^{(Q)}}{(2\pi i)^{2}} \quad (135)
\]

where the integration is over \( \mathcal{J} \) (two copies of \( \mathcal{J} \), note that \( P_{ab} = P_{ba}^{*} \)). Substituting into (130) and combining with (129), it follows that

\[
e^{KI(Q)} e^{KL} = \sum_{\{a_{a}\}} \int_{\mathcal{J}^{2}} \prod_{a=1}^{n} \sum_{e^{\alpha_{a}}} e^{-\hat{Q}_{ab}^{(I)} x_{a}^{+} x_{a} - KQ_{ab}}
\times \frac{-\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a})
\times e^{-\hat{Q}_{ab}^{(Q)} \Im\{P_{ab}\}} \sum_{\{a_{a}\}}
\quad \hat{Q}_{ab}^{(I)} x_{a}^{+} x_{a}
\times \frac{-\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a}) \hat{Q}_{ab}^{(Q)} \Im\{P_{ab}\} \quad (135)
\]

\[
\hat{Q} = \prod_{a=1}^{n} \left( \frac{d\hat{Q}_{ab}^{(I)}}{2\pi i} \prod_{b=a+1}^{n} \frac{d\hat{Q}_{ab}^{(Q)}}{(2\pi i)^{2}} \right) \quad (136)
\]

Considering the inner summation in (135), then rearranging terms, and using (23), the expression can be rewritten as

\[
\sum_{\{a_{a}\}} \prod_{k=1}^{K} \sum_{x_{a} \in \mathcal{R}_{a_{a}k}} e^{\hat{Q}_{ab}^{(I)} x_{a}^{+} x_{b} - KQ_{ab}}
\times \frac{-\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a})
\times \frac{-\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a}) \quad (137)
\]

Defining

\[
M_{k}(\hat{Q}) = \sum_{\{x_{a} \in \mathcal{R}_{a_{a}k}\}} \prod_{a=1}^{n} \sum_{e^{\alpha_{a}}} e^{\hat{Q}_{ab}^{(I)} x_{a}^{+} x_{b} - KQ_{ab}} \times \frac{-\beta}{K} \sum_{a=1}^{n} V(h_{a}, \xi_{a}, \nu_{a}, u_{a}) \quad (138)
\]
one finally gets
\[ e^{K \mathbf{T} (\mathbf{Q})} \mathcal{K} = \int_{\mathbb{R}^2} \exp^{-K \text{Tr} (\mathbf{Q})} + \sum_{k=1}^{K} \log \mathcal{M}_k (\mathbf{Q}) \mathcal{Q} \]  
\hspace{1cm} (139)

Now, using the underlying assumption that the coded symbols transmitted by different users are i.i.d., one can apply the strong law of large numbers for \( K \to \infty \) to get
\[ \log \mathcal{M} (\mathbf{Q}) = \frac{1}{K} \sum_{k=1}^{K} \log \mathcal{M}_k (\mathbf{Q}) \]  
\hspace{1cm} (140)

\[ \to \int \log \sum_{\mathbf{x}_u \in \mathcal{R}_u} \mathbf{e}^{\mathbf{x}_u \mathbf{Q} \mathbf{x}_u \mathbf{Q}} \mathcal{h}_{\mathbf{x}_u} \sum_{a=1}^{n} 1\{ (\mathbf{x}_u, u) = (\xi, \iota) \} \, dF_{\mathbf{U}} (u) \]  
\hspace{1cm} (141)

\[ \mathbf{Q} = \int \sum_{\mathbf{x}_u \in \mathcal{R}_u} \mathbf{x}_u \mathbf{Q} \mathbf{x}_u \mathbf{Q} \mathcal{h}_{\mathbf{x}_u} \sum_{a=1}^{n} 1\{ (\mathbf{x}_u, u) = (\xi, \iota) \} \, dF_{\mathbf{U}} (u) \]  
\hspace{1cm} (142)

where the convergence is in the *almost sure* sense, for any extended alphabets such that the expectation in (141) exists. Note that this observation implies that any randomness due to \( \mathbf{u} \) in the RHS of (124) effectively vanishes at the large-system limit, due to the normalization with respect to \( K \) outside the logarithm.

The next step in the evaluation of (124) is the observation that in the limit as \( K \to \infty \), the integrand therein is dominated by the exponential term with maximal exponent. Therefore, only the subshell that corresponds to this extremal value of the correlation between the vectors \( \{ \mathbf{x}_u \} \) is relevant for the calculation of the integral. With the standard definition \( \partial / \partial \mathbf{Q} \mathbf{Q} \mathbf{Q} \mathbf{Q} \cdot \mathbf{Q} \mathbf{Q} \mathbf{Q} \mathbf{Q} \), we have at the saddle point
\[ \frac{\partial}{\partial \mathbf{Q}} \left[ \mathcal{G} (\mathbf{Q}) + \text{Tr} (\mathbf{Q} \mathbf{Q}) \right] = 0 \]  
\hspace{1cm} (143)

Since the trace is the sum of the eigenvalues, we can write (126) as
\[ \mathcal{G} (\mathbf{Q}) = \text{Tr} \int_0^\infty \mathbf{R} (-\mathbf{w}) \, d\mathbf{w} \]  
\hspace{1cm} (144)

and (143) gives
\[ \mathbf{Q} = -\beta \mathbf{R} (-\mathbf{Q}) \]  
\hspace{1cm} (145)

Furthermore, we observe that also the integrand in (139) is dominated by the exponential term with maximal exponent in the limit \( K \to \infty \). Thus, at the saddle point we have
\[ \frac{\partial}{\partial \mathbf{Q}} \left[ \log \mathcal{M} (\mathbf{Q}) - \text{Tr} (\mathbf{Q} \mathbf{Q}) \right] = 0 \]  
\hspace{1cm} (146)

With (142), this gives
\[ \mathbf{Q} = \int \sum_{\mathbf{x}_u \in \mathcal{R}_u} \mathbf{x}_u \mathbf{Q} \mathbf{x}_u \mathbf{Q} \mathcal{h}_{\mathbf{x}_u} \sum_{a=1}^{n} 1\{ (\mathbf{x}_u, u) = (\xi, \iota) \} \, dF_{\mathbf{U}} (u) \]  
\hspace{1cm} (147)

We now invoke the 1RSB assumption (40) regarding the structure of the matrices \( \mathbf{Q} \) at the saddle point that dominate the integral. In a similar manner, we set
\[ \mathbf{Q} = \beta \mathbf{f}_1^2 \mathbf{1}_{n \times n} + \beta \mathbf{f}_2^2 \mathbf{1}_{n \times n} \otimes \mathbf{1}_{n \times n} - \beta \mathbf{c} \mathbf{1}_{n \times n} \]  
\hspace{1cm} (148)

introducing the macroscopic parameters \( f_1, g_1 \), and \( c_1 \).

With these assumptions, one can explicitly obtain the eigenvalues of the matrix \( \beta \mathbf{Q} \), and \( \mathcal{G} (\mathbf{Q}) \) can be rewritten as
\[ \mathcal{G} (q_1, p_1, \chi_1, \mu_1) = \left( n - \frac{n \beta}{\mu} \right) x_1 \int_0^\infty \mathbf{R} (-\mathbf{w}) \, d\mathbf{w} + \int_0^\infty \mathbf{R} (-\mathbf{w}) \, d\mathbf{w} \]  
\hspace{1cm} (149)

It also follows from the 1RSB assumption that
\[ \text{Tr} (\mathbf{Q} \mathbf{Q}) = \left[ \beta \mathbf{f}_1^2, \beta \mathbf{f}_2^2, -\beta \mathbf{c} \right] \left[ \begin{array}{ccc} n^2 & \frac{n \beta}{\mu} & n \beta \\ n \beta & \beta \mathbf{f}_1 & n \beta \\ n \beta & n \beta & \beta \mathbf{f}_2 \end{array} \right] \left[ \begin{array}{c} q_1 \\ p_1 \\ \chi_1 \end{array} \right] \]  
\hspace{1cm} (150)

and
\[ \log \mathcal{M} (f_1, g_1, \epsilon_1, \mu_1) = \int \log \sum_{\mathbf{x}_u \in \mathcal{R}_u} \mathbf{e}^{\mathbf{x}_u \mathbf{Q} \mathbf{x}_u \mathbf{Q}} \mathcal{h}_{\mathbf{x}_u} \sum_{a=1}^{n} 1\{ (\mathbf{x}_u, u) = (\xi, \iota) \} \, dF_{\mathbf{U}} (u) \]  
\hspace{1cm} (151)

Due to (143), the partial derivatives of
\[ \mathcal{G} (q_1, p_1, \chi_1, \mu_1) + \text{Tr} (\mathbf{Q} \mathbf{Q}) \]  
\hspace{1cm} (152)

with respect to \( q_1, p_1 \), and \( \chi_1 \) must vanish as \( K \to \infty \) by the definition of the saddle point. Using (149) and (150), this yields the following set of equations:
\[ 0 = n \beta \mathbf{f}_1^2 + \mu_1 \mathbf{f}_2^2 - \epsilon_1 + \mathbf{R} (-\chi_1 - \mu_1 p_1 - \beta q_1) \]  
\hspace{1cm} (153)
\[ 0 = \mu_1 \mathbf{f}_1^2 + \mu_1 \mathbf{f}_2^2 - \epsilon_1 + \left( 1 - \frac{\mu_1}{n \beta} \right) \mathbf{R} (-\chi_1 - \mu_1 p_1) \\ + \frac{\mu_1}{n \beta} \mathbf{R} (-\chi_1 - \mu_1 p_1 - \beta q_1) \]  
\hspace{1cm} (154)
\[ 0 = \beta \mathbf{f}_1^2 + \beta \mathbf{f}_2^2 - \epsilon_1 + \left( 1 - \frac{\beta}{\mu_1} \right) \mathbf{R} (-\chi_1) + \left( \frac{\beta}{\mu_1} - \frac{1}{n} \right) \mathbf{R} (-\chi_1 - \mu_1 p_1 + \frac{1}{n} \chi_1) \]  
\hspace{1cm} (155)

Solving for \( \epsilon_1, q_1, \) and \( f_1 \), while focusing on the limit as \( n \to 0 \), one gets
\[ \epsilon_1 = \mathbf{R} (-\chi_1) \]  
\hspace{1cm} (156)

The eigenvalue \( n \beta q_1 + \mu_1 p_1 + \chi_1 \) occurs with multiplicity 1, the eigenvalue \( n \beta p_1 + \chi_1 \) occurs with multiplicity \( n \beta / \mu_1 - 1 \), and the eigenvalue \( \chi_1 \) occurs with multiplicity \( n - n \beta / \mu_1 \).
\[ g_1 = \sqrt{\frac{R(\gamma_1) - R(-\gamma_1 - \mu_1 p_1)}{\mu_1}} \quad (157) \]
\[ f_1 = \sqrt{\frac{R(\gamma_1 - \mu_1 p_1) - R(-\gamma_1 - \mu_1 p_1 - n/\beta q_1)}{\mu_1}} \quad \frac{n}{\beta q_1} \sqrt{1 + \frac{1}{\beta q_1}} \quad (158) \]

We now rewrite the expression for \( M_k(f_1, g_1, \epsilon_1, \mu_1) \) in (151) using the Hubbard-Stratonovich transform and the shortened notation of (46)
\[
e^{\frac{1}{\epsilon_1} |z|^2} = \int \mathbb{E}^{2R(z^*)} Dz \quad (159)\]
yielding (cf. [24, (66)-(70)])
\[
\log M(f_1, g_1, \epsilon_1, \mu_1) = \int \log \left( \sum_{x_{\epsilon_1} \in \mathcal{R}_{\epsilon_1}} \int e^{\sum_{n=1}^{\infty} \left[ 2 \beta f_1 \Re\{x_{\epsilon_1} z^n\} - \beta \epsilon_1 |x_{\epsilon_1} z|^2 \right] \right) \quad \mathcal{C} \quad (160) \]
\[
\times e^{\beta x_1 \{x_{\epsilon_1} z^n\} + \beta^2 f_1 \sum_{n=1}^{\infty} \sum_{x_{\epsilon_1} z^n} (\sum_{x_{\epsilon_1} z^n} \mathcal{K}(u, x, y, z_{\epsilon_1} D_y) \sum_{x_{\epsilon_1} z^n} Dz dF_{\epsilon_1}(u)} \quad (161) \]

with
\[
\mathcal{K}(u, x, y, z) = \frac{1}{\epsilon_1} e^{2\beta R(x_{\epsilon_1} z^n + y_{\epsilon_1} y^n)} - \beta \epsilon_1 |x_{\epsilon_1} z|^2 + \beta x_1 \{x_{\epsilon_1} z^n\} \quad (162) \]
Due to (146), the partial derivatives of
\[
\log M(f_1, g_1, \epsilon_1, \mu_1) - \text{Tr}(\hat{Q} \hat{Q}) \quad (163) \]
with respect to \( f_1, g_1, \) and \( \epsilon_1 \) must also vanish as \( K \to \infty \). This produces the following set of equations (while taking the limit as \( n \to 0 \)):
\[
\chi_1 + q_1 \mu_1 = \frac{1}{f_1} \int \mathcal{C} \left( \sum_{x_{\epsilon_1} z^n} \mathcal{K}(u, x, y, z) \right) Dz dF_{\epsilon_1}(u) \quad (164) \]
\[
\chi_1 + p_1 \mu_1 = \frac{1}{g_1} \int \mathcal{C} \left( \sum_{x_{\epsilon_1} z^n} \mathcal{K}(u, x, y, z) \right) Dz dF_{\epsilon_1}(u) \quad (165) \]

The parameter \( \mu_1 \) should also be chosen such that the partial derivative of
\[
\mathcal{G}(q_1, p_1, \chi_1, \mu_1) + \text{Tr}(\hat{Q} \hat{Q}) - \log M(f_1, g_1, \epsilon_1, \mu_1) \quad (167) \]
with respect to \( \mu_1 \) vanishes. This yields at the limit as \( n \to 0 \)
\[
0 = \frac{1}{f_1} \int \mathcal{C} \left( \sum_{x_{\epsilon_1} z^n} \mathcal{K}(u, x, y, z) \right) Dz dF_{\epsilon_1}(u) \quad (166) \]

Incorporating all previous results, we get that the quantity \( \Xi_n \) of (120) is equal to
\[
\Xi_n = \mathcal{I}(Q) + \mathcal{C} - \mathcal{G}(Q) \quad (167) \]
\[
= \log M(f_1, g_1, \epsilon_1, \mu_1) - \beta^2 f_1 p_1 n^2 - n/\beta q_1 + \chi_1 \quad (168) \]
\[
- \beta \epsilon_1 (n/\beta q_1 + \chi_1) + n/\beta q_1 (\chi_1 + p_1 + \chi_1) \quad (169) \]
where the macroscopic parameters \( \{ f_1, g_1, \epsilon_1, \chi_1, \mu_1 \} \) are obtained from the saddle point fixed-point equations
(156)–(158), (164)–(166), and (168). Now in view of (118), the next step in the derivation is to take the limit

$$\lim_{n \to 0} \frac{\beta_{n}}{n} = \beta \int \log \left( \sum_{x \in \mathcal{X}} K(u, x, y, z) \right) \text{DyDz} dF_{U}(u)$$

$$- \beta \rho^{2}(\chi_{1} + p_{1} \mu_{1}) - \beta \rho^{2}(\chi_{1} + (p_{1} + q_{1}) \mu_{1})$$

$$+ \beta \rho^{1}(q_{1} + p_{1} + \frac{\lambda_{1}}{\beta}) - \beta \rho^{1} R(-\chi_{1} - \mu_{1} p_{1})$$

$$- \frac{\beta}{\mu_{1}} \int_{0}^{1} R(-w) \text{d}w - \left(1 - \frac{\beta}{\mu_{1}}\right) \int_{0}^{1} R(-w) \text{d}w$$

(170)

But in fact

$$\lim_{n \to 0} \frac{1}{n} \Xi_{n} = -\beta \mathcal{F}(\beta, \mu_{1})$$

(171)

which is justified by the observation that $\Xi_{n}$ converges to the same limit for almost every realization of $u$, applying the law of large numbers in (141) (see also (116) and the discussion that follows).

We note at this point that the energy penalty $\mathcal{F}_{\text{rsh}}$ satisfies

$$\mathcal{F}_{\text{rsh}} = \lim_{\beta \to \infty} \mathcal{F}(\beta, \mu_{1})$$

(172)

and (52) can be readily expressed from Proposition A.1 as a function of the macroscopic parameters $\{q_{1}, p_{1}, \chi_{1}, \mu_{1}\}$. In order to evaluate the energy penalty, it is thus left to derive the fixed-point equations that determine these parameters, as given by (48)–(51), which is obtained by substituting $\mu_{1} = 0$ and taking the limit as $\beta \to \infty$ in (164)–(166), and (168) after back-substitution of (162). This completes the proof of Proposition IV.1.

B. Proposition IV.2

We derive the limiting conditional distribution of the precoder output $x$ given the input $u$ starting from (26). We, therefore, need to evaluate the derivative of the free energy with respect to $\mu_{1}$. This can be done directly given (171). Taking the partial derivative in (170) and using (162), we get

$$P_{X|U}(\xi|u) = \frac{1}{P_{U}(v)} \left. \frac{\partial}{\partial \mu_{1}} \mathcal{F}(\beta, \mu_{1}) \right|_{h=0}$$

$$= \int \int C \left( \sum_{x \in \mathcal{X}} e^{2z^{*}R(x, f_{1}, z^{*} + g_{1} y^{*})} - \beta \rho_{1} |z^{*}|^{2} \right) \text{DyDz}$$

$$\times \sum_{x \in \mathcal{X}} e^{2z^{*}R(x, f_{1}, z^{*} + g_{1} y^{*})} - \beta \rho_{1} |z^{*}|^{2} \text{DyDz}$$

$$\times \left\{ \langle x, u \rangle = \{\xi, v\} \right\} / P_{U}(v)$$

(173)

After taking the limit $\beta \to \infty$, while applying the saddle point integration rule, we finally get (53). This completes the proof of Proposition IV.2.

C. Proposition IV.5

We start from (17), (28), and (29) which yield

$$\mathcal{J}(\beta) = \beta \left( \frac{\partial}{\partial \beta} \mathcal{F}(\beta) \right) - \beta \mathcal{F}(\beta)$$

$$= \beta \left( \frac{\partial}{\partial \beta} \mathcal{F}(\beta) \right) - \beta \mathcal{F}(\beta)$$

(174)

The partial derivative with respect to $\beta$ above reflects the fact that all implicit dependences of $\mathcal{F}(\beta)$ on $\beta$ through its dependence on other parameters, e.g., $f_{1}, g_{1}, \chi_{1}, \mu_{1}$, have vanishing derivatives since $\mathcal{F}(\beta)$ is evaluated at a saddle point. Making use of the saddle point equations, we find that

$$\beta \left( \frac{\partial}{\partial \beta} \mathcal{F}(\beta) \right) = \chi_{1} \left(1 - \frac{\beta}{\mu_{1}}\right) R(-\chi_{1})$$

$$+ \beta \left( \frac{\chi_{1}}{\mu_{1}} + p_{1} + q_{1}\right) R(-\chi_{1} - \mu_{1} p_{1}) - \beta q_{1} R(-\chi_{1} - \mu_{1} p_{1})$$

(175)

Next, we need to analyze the behavior of $\beta \mathcal{F}(\beta)$ for large $\beta$. This can be seen directly through (170) and (171). The first term in (170) can be shown to be of the form $\beta A + O(\beta^{-1})$, where $A \in \mathbb{R}$ is some constant. The reason for this behavior stems from the fact that for a discrete alphabet the corrections to the leading-order term are exponential in $\beta$, except for a small $O(\beta^{-1})$ region close to the nearest neighbor points in the lattice. Therefore, to order $\beta^{-1}$, the first term in (170) is simply $\beta$ times its partial derivative with respect to $\beta$. This enables us to evaluate the value of $\beta \mathcal{F}(\beta)$ for large $\beta$ to the order $\beta^{-1}$ as shown in (176), shown at the bottom of the next page. Using the fixed-point equations, we may re-express the first line as follows:

$$\beta \int_{-\chi_{1}}^{\chi_{1}} R(-w) \text{d}w + \beta q_{1} R(-\chi_{1} - \mu_{1} p_{1})$$

$$+ 2 \beta q_{1} R(-\chi_{1} - \mu_{1} p_{1}) - \chi_{1} R(-\chi_{1}) + \frac{2 \chi_{1}}{\mu_{1}} R(-\chi_{1})$$

$$- 2 \beta R(-\chi_{1} - \mu_{1} p_{1}) \left( \frac{\chi_{1}}{\mu_{1}} - q_{1} - 1 \right)$$

(177)

Plugging this into the aforementioned equation and using (156)–(158), we eventually get the following equation for the zero-temperature entropy:

$$\mathcal{F} = \chi_{1} R(-\chi_{1}) - \int_{0}^{\chi_{1}} R(-w) \text{d}w$$

(178)
Remarkably, the aforementioned equation for the entropy holds also for the RS case. To recover the RS structure of the aforementioned equations, we start with $\mu_1/\beta = 1$ and $\chi_0 = \chi_1 + \mu_1 p_1$. Then, we find that $q_0 = q_1$, $c_0 = c_1 - \beta (\chi_1^2)$, and $f_0 = f_1$. After that, we find the equations to reduce to the RS case analyzed in [24].

**APPENDIX C**

**PROOF OF PROPOSITION III.2**

We will now apply (16) to express the energy in a compact fashion. We start by considering the representation of the normalized average free energy in terms of $Q$ (see (28) and (33)), and let us denote this representation, for the sake of clarity, as $\mathcal{F}(Q, \beta)$. In general, the replica cross-correlation matrix $Q$ depends on $\beta$. However, at the saddle point we have (by definition)

$$\frac{\partial \mathcal{F}(Q, \beta)}{\partial Q} = 0$$

(179)

Thus, the total derivative in (16) becomes a partial derivative at the saddle point, i.e.,

$$\mathcal{E}(\beta) = \frac{\partial}{\partial \beta} \left( \beta \mathcal{F}(Q, \beta) \right)$$

(180)

Referring to the proof in Appendix B, then with (115), (118), (120), (124), and (128), while substituting $h = 0$, this gives

$$\mathcal{E}(\beta) = \frac{1}{\beta} \lim_{n \to 0} \frac{1}{n} \int_{0}^{\beta} \text{Tr}[Q R(-wQ)] dw$$

(181)

which is easily shown to be equivalent to (34). Furthermore, we get (35) by plugging (145) into (147) while substituting $h = 0$.

**APPENDIX D**

**DISCRETE LATTICE RELAXATION: SMALL $\chi_1$ APPROXIMATION NEAR UNIT LOAD (1RSB)**

This appendix provides an approximate derivation of the 1RSB equations for the discrete lattice-based alphabet relaxation scheme in Section VI, while assuming a Gaussian $H$ and a ZF front-end. The approximation is based on the numerical observation that the macroscopic parameter $\chi_1$, employed in the 1RSB ansatz for this setting, approaches zero as the system load gets close to unity. This approximation considerably simplifies the numerical solution of the 1RSB equations in this region of the system load.

**A. Case I ($\alpha = 1$)**

The $R$-transform of $J = T^T T$ and its derivate are needed in Proposition IV.1. They are given in (68) and (69) and, for $\alpha = 1$, simplify to

$$R(-w) = \frac{1}{\alpha_1} \sqrt{\frac{1}{w}}$$

(182)

$$R'(-w) = \frac{1}{\alpha_1^2} \frac{\partial}{\partial w}$$

(183)

Considering the small $\chi_1$ regime, we get from (42)–(44)

$$\varepsilon_1 = \frac{1}{\sqrt{\chi_1}}$$

(184)

$$g_1 = \sqrt{\frac{1}{\chi_1} - \frac{1}{\sqrt{\chi_1}\mu_1}} \approx \frac{1}{\sqrt{\chi_1}}$$

(185)

$$f_1 = \sqrt{\frac{q_1}{\chi_1}} \frac{1}{\sqrt{\chi_1}} \approx \frac{q_1}{\sqrt{\chi_1}^2}$$

(186)

Particularizing to the 2-D discrete lattice-based alphabet relaxation scheme in concern, one gets from (81)

$$\psi_k(\xi) = \frac{\varepsilon_1 g_k - f_1 \xi}{g_1}$$

$$\approx \frac{v_k}{\chi_1} \sqrt{\frac{1}{\chi_1}} \mu_1 \sqrt{\chi_1}$$

$$= \frac{c_k}{\sqrt{\mu_1}^2} \frac{c_k + c_{k-1}}{2} \quad \forall |\xi| < \infty$$

(187)

We now rewrite the function $\Theta_k(\xi)$ of (82) as

$$\Theta_k(\xi) \approx e^{\mu_1 c_k [\mu_1^2 \xi - \varepsilon_1 c_k + 2 f_1 \xi]} \int_{\psi_k(\xi)}^{\psi_{k+1}(\xi)} \frac{d\tau}{\sqrt{\mu_1}^2}$$

(188)

and observe the following. Starting with the exponential argument, we get

$$(\mu_1 g_k^2 - \varepsilon_1) c_k + 2 f_1 \xi \approx -R(-\mu_1 p_1) c_k + 2 f_1 \xi$$

$$= -\frac{c_k}{\sqrt{\mu_1}^2} + 2 f_1 \xi$$

(189)
while the integral boundaries satisfy

$$\psi_k(\xi_k) - \mu_1 g_1 c_k \approx \frac{\sqrt{\mu_1}}{\chi_1} \frac{c_k + c_{k-1}}{2} - \frac{\sqrt{\mu_1}}{\chi_1} \frac{c_k}{2}$$

and

$$\psi_{k+1}(\xi_k) - \mu_1 g_1 c_k \approx \frac{\sqrt{\mu_1}}{\chi_1} \frac{c_{k+1} + c_k}{2} - \frac{\sqrt{\mu_1}}{\chi_1} \frac{c_k}{2}$$

where we used (182)–(186) to obtain

$$\int_0^{\mu_1 p_1} R(-w) \, dw = 2\sqrt{\mu_1 p_1}$$

(201)

and

$$R(-\mu_1 p_1) = \frac{1}{2(\mu_1 p_1)^{\frac{3}{2}}}$$

(202)

The energy penalty in this case is given by (cf., (52))

$$\mathbf{\bar{e}}_{\text{rel}} \approx \sum_{\chi_1 \ll 1} \frac{q_1 + p_1}{\sqrt{\mu_1 p_1}} - \frac{q_1 \mu_1 p_1}{2(\mu_1 p_1)^{\frac{3}{2}}} = \frac{q_1 + 2p_1}{2\sqrt{\mu_1 p_1}}$$

(203)

B. Case II ($\alpha < 1, \alpha \to 1$)

In a similar manner to the previous section, we start with the $R$-transform of $J = T^T T$, and rewrite it for small $w$, using the Taylor expansion around $w = 0$, as

$$R(-w) = \frac{\alpha - 1 + \sqrt{(1 - \alpha)^2 + 4\alpha w}}{2\alpha w} \approx 1 - \frac{\alpha}{(1 - \alpha)^3} w + O(w^2)$$

(204)

We focus in the following on the regime in which $\alpha \to 1$, so that $\frac{1}{1 - \alpha} \gg 1$, but still $\frac{1}{\chi_1} \ll 1$. It hence follows that

$$\varepsilon_1 \approx \frac{1}{1 - \alpha} + O(\chi_1)$$

(205)

$$g_1 \approx \frac{\sqrt{1 - \alpha} - \sqrt{\mu_1}}{\mu_1}$$

(206)

$$c_k \approx \sqrt{\mu_1 (1 - \alpha)}$$

(207)

$$f_1 \approx \frac{1}{\sqrt{\mu_1 (1 - \alpha)}}$$

(208)

Particularizing again to the 2-D discrete lattice alphabet relaxation scheme for QPSK signaling, it follows from (81) that

$$\psi_k(\xi_k) = \varepsilon_1 \psi_k - f_1 \xi_k \approx \frac{\psi_k}{\chi_1 \ll 1 - \alpha} \frac{1}{1 - \alpha} \frac{c_k + c_{k-1}}{2} \approx R(-\mu_1 p_1) c_k + 2f_1 \xi_k$$

(211)

Considering (82), we write

$$\psi_k(\xi_k) = \frac{\psi_k}{\chi_1 \ll 1 - \alpha} \frac{1}{1 - \alpha} \frac{c_k + c_{k-1}}{2} \approx R(-\mu_1 p_1) c_k + 2f_1 \xi_k$$

(211)
Next, the integral boarders in (82) satisfy
\[
\psi_k(\xi) - \mu_1 g_k c_k \simeq \frac{\mu_1}{1 - \alpha} \sqrt{\frac{c_k + c_{k+1}}{2}} - \sqrt{\frac{\mu_1}{1 - \alpha} c_k}
\]
and
\[
\psi_{k+1}(\xi) - \mu_1 g_k c_k \simeq \frac{\mu_1}{1 - \alpha} \sqrt{\frac{c_k + c_{k+1} + c_k}{2}} - \sqrt{\frac{\mu_1}{1 - \alpha} c_k}
\]
This enables us to conclude that
\[
\psi_k(\xi) - \mu_1 g_k c_k \simeq \begin{cases} \infty & \text{for } \alpha < 1 \\ -\infty & \text{for } \alpha > 1 \end{cases}
\]
and hence
\[
\Theta_k(\xi) \simeq \begin{cases} e^{\mu_k c_k \xi} & \text{for } \alpha < 1 \\ e^{\mu_k c_k \xi} & \text{for } \alpha > 1 \end{cases}
\]
Finally, note that the integral exists for \(\alpha < 1\), and the approximation
\[
\mu_1 \chi^{\frac{2}{\alpha}} \simeq \begin{cases} 0 & \text{for } \alpha < 1 \end{cases}
\]
is employed to derive the three coupled equations that determine the macroscopic parameters \(q_1, p_1\), and \(\mu_1\). The three equations are thus
\[
q_1 \simeq \frac{2}{f_1} \sum_{m=1}^{L} \Theta_m(\xi) \frac{\partial \Theta_m(\xi)}{\partial \xi} - p_1
\]
\[
p_1 \simeq \frac{2}{f_1} \sum_{m=1}^{L} \Theta_m(\xi) \frac{\partial \Theta_m(\xi)}{\partial \xi} + \mu_1
\]
\[
\mu_1 \simeq \frac{2}{f_1} \sum_{m=1}^{L} \Theta_m(\xi) \frac{\partial \Theta_m(\xi)}{\partial \xi} + \mu_1 \sum_{m=1}^{L} \Theta_m(\xi)\frac{\partial \Theta_m(\xi)}{\partial \xi}
\]
The expression for the energy penalty is given by
\[
G_{\text{rel}} \simeq \begin{cases} (q_1 + p_1) R(-\mu_1 p_1) - q_1 \mu_1 p_1 R(-\mu_1 p_1) & \text{for } \alpha < 1 \end{cases}
\]
We also note that the exact expressions for the \(R\)-transform and its derivative were employed for the purpose of producing more accurate numerical results, while using this small \(\chi\) approximation for \(\alpha < 1\).

**APPENDIX E**

**PROOF OF LEMMA IV.6**

**Definition E.1:** The Stieltjes transform of the probability distribution \(F(x)\) is defined by
\[
m(s) = \int \frac{dF(x)}{x - s}
\]
In terms of the Stieltjes transform, the \(R\)-transform is defined as
\[
R(w) = m^{-1}(-w) - \frac{1}{w}
\]
where \(m^{-1}(s)\) denotes the inverse function of \(m(s)\) with respect to composition, i.e., \(m(m^{-1}(s)) = s\). For matrix argument that allows for an eigenvalue decomposition \(W = U \text{diag}([\lambda_1, \lambda_2, \ldots]) U^{-1}\), it is defined as \(R(W) = U \text{diag}(R(\lambda_1), R(\lambda_2), \ldots) U^{-1}\).

We start with the observation that the derivative of the Stieltjes transform is lower bounded by its square
\[
m'(s) \geq \frac{\int dF(x)}{(x - s)^2} \geq [m(s)]^2
\]
by means of Jensen’s inequality, with equality if and only if the distribution \(F(x)\) is a single mass point. Next, we consider the derivative of the \(R\)-transform. Letting \(w = m(s)\), it follows that
\[
R'(w) = \frac{d}{dw} \left[ \frac{m^{-1}(-w) - 1}{w^2} \right] = \frac{-1}{m'(s)} + \frac{1}{[m(s)]^2} \geq 0
\]
with equality if and only if the distribution \(F(x)\) is a single mass point. Lemma IV.6 then follows immediately.

**APPENDIX F**

**SPECTRAL EFFICIENCY OF GENERALIZED TOMLINSON-HARASHIMA PRECODING**

For the sake of comparison, we review here the derivation of the spectral efficiency of generalized Tomlinson-Harashima precoding (GTHP), which is another practical alternative to the capacity achieving DPC. The approach is based on inflated lattice strategies, and borrows ideas from the recent analysis of pulse amplitude modulation (PAM) in [54]. The spectral efficiency is derived following [6], [55] (see also [20], [56]), while employing successive encoding using the inflated lattice strategy at each stage, where the signals of previously encoded users are treated as causally known interference. We consider here the “canonical” channel model as in (1), and note that a comparative analysis of other variants of GTHP can be found, e.g., in [20].

The underlying idea of the scheme considered here is first to induce a “triangular” channel structure using the \(LQ\)-factorization of the channel transfer matrix. Assuming \(H\) is full rank, we denote
\[
H = LQ
\]
where \( \mathbf{L}_{K \times K} \) is lower triangular with positive diagonal entries and \( \mathbf{Q}_{K \times N} \) has orthonormal rows. The transmitted signal is then given by

\[
t = \mathbf{Q}^t \mathbf{x}
\]

where \( \mathbf{x} \) is the nonlinear precoder’s output (cf., (3)). The signal received by the \( k \)-th user is thus given by

\[
\mathbf{r}_k = \mathbf{L}_{kk} \mathbf{x}_k + \sum_{j=1}^{k-1} \mathbf{L}_{kj} \mathbf{x}_j + n_k
\]

where \( \{L_{ij}\} \) denote the entries of \( \mathbf{L} \) and \( \mathbf{x}_i \) is the nonlinear precoder’s output that corresponds to user \( i \). Normalizing both sides of the equation by \( \mathbf{L}_{kk} \), we get the following equivalent channel:

\[
\hat{\mathbf{r}}_k = \mathbf{x}_k + \sum_{j=1}^{k-1} \frac{L_{kj}}{\mathbf{L}_{kk}} \mathbf{x}_j + \hat{n}_k
\]

\[
= \mathbf{x}_k + \mathbf{s}_k + \hat{n}_k
\]

where we denote the multiuser interference experienced by user \( k \) as \( \mathbf{s}_k \), \( \mathbf{L}_{kk} \) is a zero-mean circularly symmetric complex Gaussian noise with variance \( \sigma_0^2 / \mathbf{L}_{kk} \).

In the GTHP setting, instead of DPC (as employed at this point, e.g., by the “ZF dirty-paper” scheme in [49]), we follow for each user the THP-type strategy described in [55] for canceling the interference due to previously encoded users. This strategy, which applies for canceling causally known interference, leads in the broadcast setting to a considerably reduced complexity as it involves only scalar quantizations (as opposed to vector quantizations in the noncausal case, see therein). To make a fair comparison to the precoding schemes discussed in Sections VI and VII, we particularize here to the case in which the information-bearing signal takes on binary values per each time instance), but not at the receiver. This channel model is reviewed first, while considering real channels.

The underlying real channel model is given by

\[
y = x + s + n
\]

where \( x \) is subject to an average power constraint \( P_x \), \( n \) is zero-mean AWGN with variance \( P_n \), and \( s \) is an interference signal which is known causally at the transmitter (i.e., at the current time instance), but not at the receiver. This channel model is also referred to in the literature as the “dirty-tape” model [55]. Consider the 1-D lattice

\[
\Lambda = \{\Delta, -\Delta, \Delta, -\Delta, \Delta, \ldots\}
\]

Let \( \mathcal{V} = [-\Delta, \Delta] \) denote the basic Voronoi region of \( \Lambda \). Let \( d \) be a dither signal uniformly distributed over \( \mathcal{V} \). Under a common randomness assumption, this dither signal is assumed to be available at the receiver as well.

Starting with continuous information-bearing signals, then by the GTHP scheme, the transmitter sends the signal

\[
x = [v - \tilde{\alpha} s - d] \mod \Lambda
\]

where \( \tilde{\alpha} \in (0, 1] \) is referred to as the “inflation factor.” The receiver scales the received signal by \( \tilde{\alpha} \), adds the dither signal, and then performs a modulo-lattice operation, yielding

\[
y' = [\tilde{\alpha} y + d] \mod \Lambda
\]

Effectively, the induced channel is equivalent to (see [55, Lemma 6])

\[
y' = [v + n_{\text{eff}}] \mod \Lambda
\]

where the effective noise is given by

\[
n_{\text{eff}} \triangleq [\tilde{\alpha} - 1]x + \tilde{\alpha} n
\]

and we note that the dither signal ensures that \( x \) is uniformly distributed over the Voronoi region, and is independent of either the information-bearing signal \( v \) or the noise \( n \).

The capacity of this channel is achieved by a uniform input distribution over the Voronoi region, \( v \sim \text{Unif} \{\mathcal{V}\} \), for which the relation between the lattice constant \( \Delta \) and the transmit power \( P_x \) is given by \( \Delta = \sqrt{3P_x} \). The corresponding achievable rate is equal to the input-output mutual information of the equivalent channel (237)

\[
I(P_x) \triangleq 1(v; y') = \log(2\Delta) - h(n_{\text{eff}})
\]

\[
= \frac{1}{2} \log(12P_x) - \int_{-\Delta}^{\Delta} f_{n_{\text{eff}}} (\zeta) \log_2 f_{n_{\text{eff}}} (\zeta) d\zeta \bigg|_{\Delta=\sqrt{3P_x}}
\]

The entropy of the effective noise is derived via the following observation. Denoting the “self-noise” term by

\[
z = (\tilde{\alpha} - 1)x
\]

its pdf is given by

\[
f_z(\zeta) = \begin{cases} 
\frac{1}{2(1-\tilde{\alpha})\Delta}, & |\zeta| \leq (1 - \tilde{\alpha})\Delta \\
0, & \text{otherwise}
\end{cases}
\]

The pdf of the effective noise (238) is thus given by

\[
f_{n_{\text{eff}}}(\zeta) = \sum_{\zeta=-\infty}^{\infty} f_z(\zeta - 2i\Delta) \quad \Delta \leq \zeta < \Delta
\]

where \( f_z(\zeta) \) denotes the pdf of the premodulo noise term, which is given by the convolution of the pdf of the self-noise (241) and the pdf of the scaled AWGN

\[
f_z(\zeta) = f_z(\zeta) * f_{\Delta n}(\zeta)
\]

\[
= \frac{1}{2(1-\tilde{\alpha})\Delta} \int_{(\zeta-(1-\tilde{\alpha})\Delta)/\Delta}^{(\zeta+(1-\tilde{\alpha})\Delta)/\Delta} D\zeta
\]

We normalized here without loss of generality the spectral level of the AWGN to \( \frac{1}{2} \) per dimension (inducing a unit noise spectral
level in complex channels [50]), so that effectively $P_x$ specifies the SNR of the original underlying complex channel model, corresponding to (232). The rate in (239) can be optimized with respect to the inflation factor $\hat{\alpha}$ (which is performed to obtain the numerical results shown in Section VIII). We also note that choosing $\hat{\alpha} = 1$ corresponds to standard THP, while another popular choice is the MMSE factor (also referred to as the “Costa factor” [4])

$$\alpha_{\text{MMSE}} = \frac{P_x}{P_x + P_n} \quad (244)$$

Turning to discrete input with $M$-pulse amplitude modulation (M-PAM) (representing the information-bearing signals), the setting is equivalent to the case in which the continuous information-bearing signal considered earlier is quantized (cf., [57]). Instead of (235), the channel input is now given by

$$x = [Q(v) - \hat{\alpha}s - d] \mod \Lambda \quad (245)$$

$$\hat{\alpha} = [v_Q - \hat{\alpha}s - d] \mod \Lambda \quad (246)$$

where $Q(\cdot)$ denotes the nearest-neighbor uniform quantizer with step size $\Delta[54]$, and $v$ is assumed to be uniformly distributed over the Voronoi region. We note here that this transmission scheme differs from the one considered in [54], where the channel input is quantized to comply with an $M$-PAM constellation (see therein). Note also that as in the continuous setting, due to the dither signal, the channel input $x$ is still uniformly distributed over the Voronoi region. The effective channel can now be represented in the form (cf., (237))

$$y_Q = [v_Q + n_{\text{eff}}] \mod \Lambda \quad (247)$$

where the effective noise is still given by (238). Restricting this review to the case of binary information-bearing signals per dimension, the channel input signal is limited to the interval $V = [-\Delta, \Delta]$, while the quantized information-bearing signal is obtained using

$$Q(v) = \begin{cases} \frac{-\Delta}{2} & -\Delta \leq v < 0 \\ \frac{\Delta}{2} & 0 \leq v < \Delta \end{cases} \quad (248)$$

For consistency, we retain the relation $\Delta = \sqrt{3P_{x\text{Q}}}$.

The achievable rate for binary input is given again by the mutual information

$$R(P_{x\text{Q}}) = 1 \{ \mathbb{I}(x; y_Q) = h(y_Q) - h(n_{\text{eff}}) \} \quad (249)$$

Note that the pdf of the random quantity inside the modulo function in (247) is given by

$$f_\hat{y}_Q(\zeta) = f_{v_Q}(\zeta) * f_2(\zeta) = \frac{1}{2}f_2\left(\zeta - \frac{\Delta}{2}\right) + \frac{1}{2}f_2\left(\zeta + \frac{\Delta}{2}\right) \quad (250)$$

Hence, the pdf of the equivalent channel output $y_Q$ is equal to

$$f_{y_Q}(\zeta) = \begin{cases} \sum_{i=-\infty}^{\infty} f_\hat{y}_Q(\zeta - 2i\Delta) & \Delta \leq \zeta < \Delta \\ 0 & \text{otherwise} \end{cases} \quad (251)$$

and the achievable rate of (249) can be rewritten as

$$R(P_{x\text{Q}}) = \int_{-\Delta}^{\Delta} f_{n_{\text{eff}}}(\zeta) \log_2 f_{n_{\text{eff}}}(\zeta) \, d\zeta - f_{y_Q}(\zeta) \log_2 f_{y_Q}(\zeta) \, d\zeta \quad (252)$$

The aforementioned principles can now be applied to the channel in (231), where the transmitter, using the GTHP scheme per each transmitted symbol, pre-cancels the interference due to the corresponding symbols of previously encoded users. Using (239) and (249), the achievable rate of the $k$th user can be obtained by substituting $P_x = L_{kk}^2$ for the continuous input, and $P_{x\text{Q}} = L_{kk}^2$ for the binary setting, yielding, respectively, for real channels

$$R_{\text{eff}}(\text{snr}) = \frac{1}{2} \log_2 \left( 2L_{kk}^2 \text{snr} \right) + \int_{-\Delta}^{\Delta} f_{n_{\text{eff}}}(\zeta) \log_2 f_{n_{\text{eff}}}(\zeta) \, d\zeta \bigg|_{\Delta = \sqrt{3L_{kk}^2 \text{snr}}} \quad (253)$$

and

$$R_{Q_{\text{eff}}}(\text{snr}) = \int_{-\Delta}^{\Delta} f_{n_{\text{eff}}}(\zeta) \log_2 f_{n_{\text{eff}}}(\zeta) \, d\zeta \bigg|_{\Delta = \sqrt{3L_{kk}^2 \text{snr}}} \quad (254)$$

To complete the analysis, it is left to derive the normalized spectral efficiency of GTHP in the large-system limit. This is obtained using the following observation (see [49, Lemma 3]).

**Lemma F.1:** Let $H$ be a $K \times N$ random matrix, having i.i.d. circularly symmetric zero-mean entries with variance $1/N$ and finite fourth moment, and let $H(k)$, $k < K$, denote the matrix constructed by striking out the last $K - k$ rows of $H$.

Then

$$L_{kk}^2 = \left( \frac{H(k)H(k)^\dagger}{N} \right)^{-1} \quad (255)$$

and for $K, N \to \infty$, s.t. $\frac{K}{N} \to \alpha < \infty$ and $\frac{k}{K} \to \nu \in [0, 1)$, it follows that

$$L_{kk}^2 \to \mathbb{I}(\nu) \quad (256)$$

Omitting subscripts, the limiting spectral efficiency is thus given for either continuous or binary quantized input by (cf. [49, (41)])

$$C_{\text{eff}}(\text{snr}) = \lim_{K,N \to \infty} \frac{1}{KN} \sum_{k=1}^{K} R_{\text{eff}}(\text{snr}) \quad (257)$$

$$C_{Q_{\text{eff}}}(\text{snr}) = \lim_{K,N \to \infty} \frac{K}{N} \sum_{k=1}^{K} R_{Q_{\text{eff}}}(\text{snr}) \quad (258)$$

$$= \alpha \int_{0}^{1} R_{\text{eff}}(\nu, \text{snr}) \, d\nu \quad (259)$$
where for the continuous case we substitute

\[ R_{\text{thp}}(\nu, \text{snr}) = R_{\text{C}}(\nu, \text{snr}) \]

\[ \triangleq \frac{1}{2} \log_2 (1 + 12L^2(\nu) \text{snr}) \]

\[ + \int_{-\Delta}^{\Delta} f_{\text{eff}}(\zeta) \log_2 f_{\text{eff}}(\zeta) \, d\zeta \]  

\[ = \sqrt{3L^2(\nu) \text{snr}} \]  

(260)

and for the case of discrete binary information-bearing signals we substitute

\[ R_{\text{thp}}(\nu, \text{snr}) = R_{\text{Q}}(\nu, \text{snr}) \]

\[ \triangleq \frac{1}{2} \log_2 (1 + 12L^2(\nu) \text{snr}) \]

\[ - f_{Q_2}(\zeta) \log_2 f_{Q_2}(\zeta) \, d\zeta \]

\[ = \sqrt{3L^2(\nu) \text{snr}} \]  

(261)

The spectral efficiency for QPSK modulation satisfies (following the convention in [50])

\[ c_{\text{QPSK}}(\text{snr}) = 2c_{\text{Q}}(\text{snr}/2) \]  

(262)

where \( c_{\text{QPSK}}(\text{snr}) \) is given by (259) and (261), and it can be expressed as a function of \( E_b/N_0 \) through (67). An analogous result for the case of continuous input can be readily obtained using (260). Both spectral efficiencies can be optimized with respect to the choice of the system load \( \alpha \).
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